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Part I: The theory of coupling between internal and surface waves for strat-

ified fluid domains is a rich source of dispersive and non-linear model

equations with broad applications to ocean engineering. We study the two-

dimensional water wave problem consisting of two fluid domains, the

lower of which is infinitely deep, separated by a sharp interface, which

is due in practice to a temperature or salinity gradient, and analyze the

coupling effect of free internal and surface waves. Starting from the incom-

pressible, irrotational Euler equations of motion for a two-layered fluid

consisting of two different densities, we use its Hamiltonian formulation

and the corresponding canonical variables to derive a coupled system for

the evolution of two waves, where the small amplitude, internal long wave

is modelled by a Benjamin-Ono equation. The surface elevation, on the

other hand, has a shorter wavelength and is modelled by a modulated

monochromatic wave whose envelope satisfies a time-dependent, linear

Schrödinger equation. The coefficients of the coupled system are evaluated

in terms of the physical parameters. Our results extend previous work

on the coupled Korteweg-de-Vries and modulational regime for coupling
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between internal and surface waves in shallow water by Craig, Guyenne

and Sulem ([CGS11], [CGS12]) to the case of deep water.

Part II: Bochner formulas are often the starting point for the analysis of Rie-

mannian manifolds with bounded Ricci curvature. We generalize the classi-

cal Bochner formula for the heat flow on evolving manifolds (M, gt)tP[0,T]

to an infinite-dimensional Bochner formula for martingales on parabolic

path space PM of space-time M = M ˆ [0, T]. Our new Bochner formula

and the inequalities that follow from it are strong enough to characterize

solutions of the Ricci flow. Specifically, we obtain characterizations of the

Ricci flow in terms of Bochner inequalities on parabolic path space. We

also obtain gradient and Hessian estimates for martingales on parabolic

path space, as well as condensed proofs of the prior characterizations of

the Ricci flow from Haslhofer-Naber [HN18a]. Our results are parabolic

counterparts of the recent results in the elliptic setting from [HN18b].
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Part I

COUPLING BETWEEN
INTERNAL AND SURFACE
WAVES IN DEEP WATER
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1
I N T R O D U C T I O N

A fluid domain, such as an ocean or a sea, is often stratified into layers of
differing densities due to temperature or salinity gradients. Internal solitary
waves and their effects on ocean dynamics have been widely observed with
detection technology. In particular, these internal waves present implica-
tions for underwater navigation and the engineering of offshore structures.
The signatures of these waves have been surveyed by hydrologists and
oceanographers, such as Perry-Schimke [PS65], Osborne-Burch [OB80] and
Helfrich-Melville [HM06].

Some early measurements made in the Andaman Sea found internal waves
of high amplitude, 80 metres, and long wavelength, 2000 metres, with a
thermocline situated at roughly 500-metres deep in the 1500-metre deep
sea [PS65]. More recently, evidence of internal solitons inducing riptides
in coastal seas has been observed [HM06]. A characteristic change in the
reflectance of the water surface and the observed “ripple effect" have pro-
vided empirical evidence of coupling between a longer-scale internal wave
and a shorter-scale, rougher and more rippled, surface wave. This striking
phenomenon in which rough waters are present in a relatively quiescent sea
has been described as the “mill pond effect" [OB80], which can be explained
by the fact that water is calmer after the passage of internal waves.

According to the US Geological Survey (www.usgs.gov), if there is a sharp
thermal gradient separating a warmer upper fluid domain from a cooler
lower one, then the former will be marginally less dense for temperatures
in excess of 4.4˝C. As such, the density ratio is typically near unity and
not less than 0.995 for upper temperatures below 32.2˝C. A schematic of
a two-dimensional fluid system consisting of two domains with a longer-
scale internal wave and a shorter-scale wave envelope is shown below in
Figure 1.1, in which there is effectively no bottom as we assume the lower
fluid domain is infinitely deep. The conjugate variables η and η1 denote
the elevations of the internal and surface waves, while physical parameters
g, h1, ρ and ρ1 are the gravitational constant, the height of the upper fluid
domain and the two densities, respectively.

2
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Figure 1.1: Two Fluids Separated by a Sharp Interface

There exists extensive literature on the resonant coupling between internal
and free surface waves. For instance, there have been studies of resonance
interaction for similar length scales by Gear-Grimshaw [GG84] and Pǎrǎu-
Dias [PD01], while differing length scales have been studied by Kawahara
[Kaw72], Hashizume [Has80] and Funakoshi-Oikawa [FO83]. A system of
two Korteweg-de-Vries (KdV) equations coupled by the strong resonant
interaction of close phase velocities is produced in [GG84], while combi-
nation waves from the interaction of modes with the same phase speed
but differing wavelengths are calculated in [PD01]. In the case of differing
length scales ([Kaw72], [Has80] and [FO83]), steady solutions are studied
through numerical computation. The model equations for non-linear inter-
action of the two modes have been derived in [Kaw72] and [Has80].

The phenomenon of surface rips and the mill pond effect after their passage
have been described further by Craig-Guyenne-Sulem [CGS12]. In their
paper, they address the characteristic narrowness of the surface rips in con-
trast to the broadening of internal solitary waves. Moreover, they precisely
determine the surface wave, the location of its rip with respect to the centre
of the internal wave as well as the degree to which the mill pond effect is
due to wave breakage and the passage of internal waves.

From a mathematical formulation for two-layered water flows, we derive
a coupled system of equations modelling the signature ripping and cou-
pling effects induced by a non-linear internal wave on a lower-amplitude,
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modulating free surface, in the case of different length scales. We explicitly
provide the non-linear coupling coefficients, which are dependent on the
physical parameters of the system for the interaction including a density
ratio between the two fluid domains that is close to unity. Specifically,
we analyse the coupling effect of the internal and surface modes on the
modulation of quasi-monochromatic surface waves caused by the resonant
excitement when the group velocity of the surface wave coincides with the
phase velocity of the longer-scale, less rippled, internal wave.

We consider a two-dimensional fluid domain consisting of two immiscible
fluids separated by an interface, which idealises a sharp thermocline or
pycnocline. We assume that large amplitude, non-linear and non-dispersive
long-waves are generated at the interface. In practice, this occurs as tides
move relatively cold water over the ridges of submerged mountains.

Starting from the incompressible, irrotational Euler equations of motion
for two immiscible fluids in the close density regime of our water wave
problem, we derive the Hamiltonian formulation, based on the original
work of Zakharov’s [Zak68] as well as work by Craig-Sulem [CS93] and
Craig-Guyenne-Kalisch [CGK05], needed to perform both the necessary
asymptotic analysis of the Dirichlet-Neumann operators and the normal
mode analysis of the linearised equations.

Applying the Hamiltonian formulation of the water wave problem, in
which the energy is a conserved quantity, and as done by Craig-Guyenne-
Kalisch [CGK05], we write the quadratic and cubic terms of the Hamil-
tonian in canonically conjugate variables. Afterwards, we use multiple
scale and modulation analysis to derive a higher-order Benjamin-Ono (BO)
equation coupled to a linear Schrödinger equation that describe the time
evolution of the internal wave and surface wave envelope, respectively.
Under the Hamiltonian formulation, this problem has been studied exten-
sively by Craig-Guyenne-Sulem ([CGS11], [CGS12] and [CGS15]) in the
case of a shallow lower fluid. Our results extend their work to the case
where the lower fluid has infinite depth.

The broad literature on internal waves in oceanography primarily focuses
on two physical settings: (i) fixed lids and (ii) coupling between internal
and surface waves. For the former case, a large class of scaling regimes
have been used to model weak non-linearity of the interface, such as by
Benjamin [Ben67], Ono [Ono75], Camassa-Choi [CC96] and Camassa-Choi-
Michallet-Rusås-Sveen [CCM+06].
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In this thesis, we focus on the latter case of coupled interaction between
internal and surface waves in the deep water regime where we truncate the
Hamiltonian at cubic as opposed to at quadratic order in the canonically
conjugate variables. Given η(x, t) „ εr(X, τ), where η is the elevation of
the internal wave, X = εx and τ = ε2t, the free interface evolves according
to a higher-order BO equation

Bτr = α1BX(|DX|r) + α2B3
Xr + α3r(BXr)

+ α4BX(|v1|2) + α5
[
BX(r(|DX|r)) + |DX|(rBXr)

]
+ α6BX

[
v1(DXv1) + v1(DXv1)

]
+ α7BX

(
|DX|(|v1|2)

)
, (BO)

which is coupled to a free surface that both propagates at resonant group ve-
locity ω1(k0) = c0 and is modulated by a time-dependent, linear Schrödinger
equation. Given η1 „ ε1+δv1(X, τ)eik0x, where η1 is the elevation of the sur-
face wave, the surface envelope satisfies

iBτv1 = β1B2
Xv1 + β2rv1 + β3i(BX(rv1) + rBXv1) + β4v1(|DX|r). (LS)

The operators are DX := ´iBX and |DX| = DXsgn(DX) = HBx, where H is
the Hilbert transform with symbol ´i ¨ sgn(k). Each coefficient αi and β j, for
i P t1, 2, 3, 4, 5, 6, 7u and j P t1, 2, 3, 4u, depends on the physical parameters:
the gravitational constant g, the height of the upper fluid domain h1 and the
two densities ρ and ρ1. We ultimately derive this coupled system of model
equations (BO) and (LS) in terms of the physically-determined coefficients.

Part I of the thesis is organised as follows:

• In Chapter 2, we describe the water wave problem, beginning with
Euler’s equations for an incompressible, irrotational two-layered fluid.
We present its Hamiltonian formulation in terms of canonical vari-
ables (η, η1, ξ, ξ1) where η, η1 are the elevations of the internal and
surface waves and ξ, ξ1 are their conjugated variables.

• In Chapter 3, we recall from [CS93] and [CGK05] the expansions
of the Dirichlet-Neumann operators for the lower and upper fluid
domains in powers of variables η and η1.

• In Chapter 4, we present the linear analysis of the fluids near rest, find
the dispersion relation and perform a normal mode decomposition to
diagonalise the quadratic part of the Hamiltonian.

• In Chapter 5, we calculate the cubic terms of the Hamiltonian in two
canonically conjugate coordinate systems.
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• In Chapter 6, we introduce the scaling regime under consideration.
The internal wave varies on long scales and has small amplitude
as described by the Benjamin-Ono scaling η „ εrη(εx). On the other
hand, the upper surface is modelled by a modulated wave packet
η1 „ ε1 rη1(εx)eik0x, where we assume ε1 ! ε.

• In Chapter 7, we use Hamiltonian transformation theory and a reso-
nant condition to derive an asymptotic system composed of a higher-
order Benjamin-Ono equation for the internal wave coupled to a
linear Schrödinger equation for the wave envelope of the free sur-
face. We give the coefficients of this system explicitly in terms of the
physical parameters. We conclude with a brief discussion of future
work.



2
F O R M U L A T I O N O F T H E
P R O B L E M

2.1 E Q U AT I O N S O F M O T I O N

The two-dimensional fluid domain is composed of two immiscible fluids
separated by a sharp free interface ty = η(x)u into lower and upper regions
given by

S(η) = t(x, y), x P R, ´8 ă y ă η(x, t)u, (2.1)

with lower fluid density ρ, and

S1(η, η1) = t(x, y), x P R, η(x, t) ă y ă h1 + η1(x, t)u, (2.2)

with upper fluid density ρ1, respectively. We assume that the system is
stably configured, ρ ą ρ1, and that the fluid motion is a potential flow,
namely that the velocities u(x, y, t) = ∇ϕ(x, y, t) in S(t; η) and u1(x, y, t) =
∇ϕ1(x, y, t) in S(t; η, η1) with the two velocity potentials, ϕ and ϕ1, satisfy-
ing

#

∆ϕ = 0, in S(t; η)

∆ϕ1 = 0, in S1(t; η, η1).
(2.3)

First we assume that velocity flow ϕ(x, y) Ñ 0 as y Ñ ´8. We shall also
assume boundary conditions, governed by kinematics and the balance of
forces, for both the free interface and the free surface.

On the interface between the two fluid domains, we impose kinematic
and physical constraints. Letting pν refer to the exterior unit normal pointing
out of the free interface, the two equations addressing the kinematics on
the interface are

Btη = Byϕ ´ (Bxη)(Bxϕ) = ∇ϕ ¨ pν
b

1 + |Bxη|2 (2.4)

7
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and

Btη = Byϕ1 ´ (Bxη)(Bxϕ1) = ∇ϕ1 ¨ pν

(
´

b

1 + |Bxη|2

)
. (2.5)

On the other hand, the Bernoulli condition imposes a physical constraint

ρ

(
Btϕ +

1
2

|∇ϕ|2 + gη

)
= ρ1

(
Btϕ1 +

1
2

|∇ϕ1|2 + gη

)
. (2.6)

Finally, on the upper free surface ty = η1(x) + h1u, velocity potential, ϕ1,
and η1 satisfy both a kinematic condition

Btη1 = Byϕ1 ´ (Bxη1)(Bxϕ1) = ∇ϕ1 ¨ pν1

b

1 + (Bxη)2, (2.7)

where pν1 be the exterior unit normal pointing out of the top of the free
interface, and a Bernoulli condition

Btϕ1 +
1
2

|∇ϕ1|2 + gη1 = 0. (2.8)

Our goal will be to describe the coupled evolution of the free interface and
the free surface.

2.2 C A N O N I C A L VA R I A B L E S A N D H A M I LT O N I A N F O R M U L AT I O N

The water wave problem has a Hamiltonian formulation as described in
Benjamin-Bridges [BB97] and Craig-Sulem [CGK05]. See also Zakharov
[Zak68] and Craig-Sulem [CS93] for further details. The strategy for solv-
ing the coupled problem of free internal and surface waves is to use the
Lagrangian formulation, which depends on the perturbations both of the
free interface η(x, t) and the free surface η1(x, t). Then we derive classically
canonical variables to provide a Hamiltonian formulation of the problem.

The kinetic energy is the weighted sum of the gradients of the two po-
tentials of the velocity flows

K =
1
2

ż

R

ż η(x)

´8

ρ|∇ϕ(x, y)|2 dy dx +
1
2

ż

R

ż h1+η1(x)

η(x)
ρ1|∇ϕ1(x, y)|2 dy dx,

(2.9)
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while the potential energy is given by

V =
1
2

ż

R

g(ρ ´ ρ1)η
2(x) dx +

1
2

ż

R

gρ1
(
(h1 + η1)

2(x) ´ h2
1
)

dx. (2.10)

In analogy with Lagrangian mechanics, (η, η1) are the spatial coordinates.
We will reformulate the problem in terms of canonically conjugate variables
to provide a Hamiltonian formulation of the problem.

We express the kinetic energy in terms of the boundary values for the
two velocity potentials and two Dirichlet-Neumann operators. We denote
the traces of the velocity potentials on the boundaries of the fluid domain
by

$

’

’

&

’

’

%

Φ(x) = ϕ(x, η(x))

Φ1(x) = ϕ1(x, η(x))

Φ2(x) = ϕ1(x, h1 + η1(x)).

(2.11)

2.2.1 Dirichlet-Neumann Operators

We define Dirichlet-Neumann operators for the internal and surface waves
in the following way.

The Dirichlet-Neumann operator for the lower fluid domain is given by

G(η)Φ(x) = ((∇ϕ) ¨ pν)(x, η(x))
b

1 + |Bxη|2, (2.12)

where again pν refers to the exterior unit normal pointing out of the free
interface.

Due to the coupling of data Φ1(x) = ϕ1(x, η(x)) and Φ2(x) = ϕ1(x, h1 +

η1(x)), the Dirichlet-Neumann operator, which measures velocity flux, is
defined as a matrix operator(

G11(η, η1) G12(η, η1)

G21(η, η1) G22(η, η1)

)(
Φ1(x)
Φ2(x)

)
=

(
´(∇ϕ1 ¨ ν̂)(x, η(x))

a

1 + |Bxη|2

(∇ϕ1 ¨ ν̂1)(x, h1 + η1(x))
a

1 + |Bxη1|2

)
(2.13)

where again pν1 is the exterior unit normal pointing out of the top of the free
surface.
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2.2.2 The Kinetic Energy

Using Green’s identities and rewriting the normal derivatives of the traces
of the velocity in terms of the Dirichlet-Neumann operators, we express
the kinetic energy of the system as

K =
1
2

ż

R

ρΦG(η)Φ dx

+
1
2

ż

R

ρ1
(
Φ1 Φ2

) (G11(η, η1) G12(η, η1)

G21(η, η1) G22(η, η1)

)(
Φ1

Φ2

)
dx. (2.14)

Continuing in the Lagrangian framework, we introduce velocity coordi-
nates (η̇, η̇1) that are orthogonal to the spatial coordinates. In terms of
the Dirichlet-Neumann operators and the boundary conditions, we define
these variables by

#

η̇ = G(η)Φ = ´(G11(η, η1)Φ1 + G12(η, η1)Φ2)

η̇1 = G21(η, η1)Φ1 + G22(η, η1)Φ2.
(2.15)

We write the Lagrangian for our coupled water wave problem based on
Equations (2.10) and (2.14) in terms of variables (η, η1, η̇, η̇1)

L : = K ´ V

=
1
2

ż

R

ρΦG(η)Φ dx +
1
2

ż

R

ρ1
(
Φ1 Φ2

) (G11 G12

G21 G22

)(
Φ1

Φ2

)
dx

´
1
2

ż

R

g(ρ ´ ρ1)η
2(x) dx ´

1
2

ż

R

gρ1
(
(h1 + η1)

2(x) ´ h2
1
)

dx

=
1
2

ż

R

ρη̇G´1(η)η̇ dx +
1
2

ż

R

ρ1
(
η̇ η̇1

) (G11 G12

G21 G22

)´1 (
η̇

η̇1

)
dx

´
1
2

ż

R

g(ρ ´ ρ1)η
2(x) dx ´

1
2

ż

R

gρ1
(
(h1 + η1(x))2 ´ h2

1
)

dx. (2.16)

Next we compute the canonically conjugate variables by taking the Legen-
dre transform(

ξ

ξ1

)
=

(
δη̇ L
δη̇1 L

)
= ρ

(
G´1(η)η̇

0

)
+ ρ1

(
G11 ´G12

´G21 G22

)´1 (
η̇

η̇1

)
=

(
ρΦ ´ ρ1Φ1

ρ1Φ2

)
. (2.17)
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This is also shown in Benjamin and Bridges [BB97] while the classical result
is found in Landau and Lifschitz [LL60]. Using these canonically conjugate
variables, we provide a canonical Hamiltonian description of the problem.

Theorem 2.1 ([CGK05]). The system of equations possesses a canonical Hamilto-
nian structure in terms of the canonically conjugate coordinates, η(x, t), η1(x, t),
ξ(x, t) and ξ1(x, t), with Hamiltonian H given by the conserved energy.

We restate the kinetic energy in these coordinates

K =
1
2

ż

R

(
ξ ξ1

) ( η̇

η̇1

)
dx =

1
2

ż

R

(
ξ ξ1

) (´G11 ´G12

G21 G22

)(
Φ1

Φ2

)
dx.

(2.18)

Defining

B(η, η1) := ρG11(η, η1) + ρ1G(η), (2.19)

we compute

BΦ = ρG11Φ + ρ1G(η)Φ

= ρG11Φ ´ ρ1(G11Φ1 + G12Φ2)

= G11(ρΦ ´ ρ1Φ1) ´ G12ρ1Φ2

= G11ξ ´ G12ξ1. (2.20)

Similar calculations, such as in Benjamin-Bridges [BB97], yield

#

BΦ1 = ´G(η)ξ ´
ρ
ρ1

G12ξ1

ρ1Φ2 = ξ1
(2.21)

and the kinetic energy can be rewritten as

K =
1
2

ż

R

(
ξ ξ1

) ( η̇

η̇1

)
dx

=
1
2

ż

R

(
ξ ξ1

) ( G11B´1G(η) ´G(η)B´1G12

´G21B´1G(η) ρ´1G22 ´ ρρ´1
1 G21B´1G12

)(
ξ

ξ1

)
dx.

(2.22)
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2.2.3 The Hamiltonian and Equations of Motion

Hamilton’s equations

Bt


η

ξ

η1

ξ1

 ” J∇H =


0 1 0 0

´1 0 0 0
0 0 0 1
0 0 ´1 0




δη H
δξ H
δη1 H
δξ1 H

 (2.23)

describe the motion of both the free interface and free surface, while the
Hamiltonian is

H = K + V

=
1
2

ż

R

(
ξ ξ1

) ( G11B´1G(η) ´G(η)B´1G12

´G21B´1G(η) ρ´1G22 ´ ρρ´1
1 G21B´1G12

)(
ξ

ξ1

)
dx

+
1
2

ż

R

g(ρ ´ ρ1)η
2(x) dx +

1
2

ż

R

gρ1
(
(h1 + η1)

2(x) ´ h2
1
)

dx, (2.24)

written in terms of our canonical variables (η, η1, ξ, ξ1).



3
D I R I C H L E T - N E U M A N N
O P E R A T O R S

We expand the Dirichlet-Neumann operators, G(η) and G(η, η1), for the
lower and upper fluid domains S(η) and S1(η; η1), respectively, in terms of
powers of η and η1. We find the linear expansion of the Dirichlet-Neumann
operators for the free interface G(η)

G(η) = G(0) + G(1)(η) +O(η2) (3.1)

as well as the free surface G(η, η1) =
(
Gij(η, η1)

)
Gij(η, η1) = G(0)

ij + G(10)
ij (η) + G(01)

ij (η1) +O(|(η, η1)|
2), (3.2)

where G(10)
ij and G(01)

ij refer to the linear dependencies in η and η1, respec-
tively, for i, j P t1, 2u. These expansions will be shown in the following
propositions, which reproduce the results for G(η), as found in Craig-
Sulem [CS93], and G(η, η1), as found in Craig-Guyenne-Kalisch [CGK05],
respectively. The analyticity of the series and its convergence for small data
is proved by Coifman and Meyer [CM85]. Also see Craig-Schanz-Sulem
[CSS97] and Lannes [Lan13] for further details.

3.1 TAY L O R E X PA N S I O N S I N T H E L O W E R F L U I D I N P O W E R S O F η

Proposition 3.1. [CS93] The Dirichlet-Neumann operator for the lower
fluid domain S(η) is

G(η) = |D| + DηD ´ |D|η|D| +O(η2), (3.3)

where D = ´iBx.

Proof. For the lower fluid domain S(η), a particular basis of harmonic
functions is given by

ϕk(x, y) =
(

a(k)eky + b(k)e´ky
)

eikx, (3.4)

13
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where a(k) = 1ką0(k) and b(k) = 1kă0(k) with normalization ϕk(x, 0) =

eikx. Using Taylor expansion, the boundary values are given by the trace on
the free interface

Φk(x) = ϕk(x, η(x)) =
ÿ

jě0

(kη(x))j

j!

(
a(k) + (´1)jb(k)

)
eikx. (3.5)

Next we relate the normal derivative on the free interface to G(η)ϕk

G(η)Φk(x) = (∇ϕ ¨ pν)(x, η(x))
b

1 + |Bxη|2

ˇ

ˇ

ˇ

ˇ

y=η(x)

=
ÿ

jě0

η(x)j

j!
(´Bxη(x))(ikj+1)

(
a(k) + (´1)jb(k)

)
eikx

+
ÿ

jě0

η(x)j

j!
(kj+1)

(
a(k) + (´1)j+1b(k)

)
eikx. (3.6)

to the Taylor expansions G(j)(η)Φk(x). The constant term is given by

G(0)(η)eikx = k (a(k) ´ b(k)) eikx = ksgn(k)eikx = |k|eikx (3.7)

and thus

G(0) = |D|, (3.8)

where the Dirichlet-Neumann operator G(0) is written as a Fourier multi-
plier in terms of operator D. Rewriting the higher-order terms of the Taylor
expansion,

G(j)(η) =
1
j!

Dη j(x)Dj
(

a(D) + (´1)j+1b(D)
)

´

j
ÿ

ℓ=1

G(j´ℓ)(η)
1
ℓ!

ηℓ(x)Dℓ
(

a(D) + (´1)ℓb(D)
)

, (3.9)

we can then read the first-order term of the Dirichlet-Neumann operator
G(η)

G(1)(η) = DηD ´ G(0)ηDsgn(D) = DηD ´ |D|η|D|, (3.10)

as well as higher-order terms recursively, such as found in [CS93].
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3.2 TAY L O R E X PA N S I O N S I N T H E U P P E R F L U I D I N P O W E R S O F

(η , η1 )

Proposition 3.2 ([CGK05]). The Dirichlet-Neumann operator for the upper
fluid domain S(η; η1) is

G(η, η1) = G(0) + G(10)(η) + G(01)(η1) +O(|(η, η1)|
2), (3.11)

where

G(0) :=
(

D coth(h1D) ´Dcsch(h1D)

´Dcsch(h1D) D coth(h1D)

)
, (3.12)

G(10)(η)

:=
(

D coth(h1D)ηD coth(h1D) ´ DηD ´D coth(h1D)ηDcsch(h1D)

´Dcsch(h1D)ηD coth(h1D) Dcsch(h1D)ηcsch(h1D)

)
(3.13)

and

G(01)(η1)

:=
(

´Dcsch(h1D)η1Dcsch(h1D) Dcsch(h1D)η1D coth(h1D)

D coth(h1D)η1Dcsch(h1D) Dη1D ´ D coth(h1D)η1D coth(h1D)

)
.

(3.14)

Proof. For the upper fluid domain S(η; η1), we also consider a particular
basis of harmonic functions

ϕ1,k(x, y) = (a(k)eky + b(k)e´ky)eikx (3.15)

satisfying boundary conditions
#

Φ1,k(x) = ϕ1,k(x, η(x)) = (a(k)ekη(x) + b(k)e´kη(x))eikx

Φ2,k(x) = ϕ1,k(x, h1 + η1(x)) = (a(k)ekh1 ekη1(x) + b(k)e´kh1 e´kη1(x))eikx.
(3.16)
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As before, we calculate the normal derivatives on the free interface

G11(η, η1)Φ1,k + G12(η, η1)Φ2,k

= ´(∇ϕ1,k ¨ pν)(1 + |Bxη(x)|2)1/2 ˇ
ˇ

y=η(x)

=
ÿ

jě0

eikx

j!
η(x)j(Bxη(x))(ikj+1)

(
a(k) + (´1)jb(k)

)
´
ÿ

jě0

eikx

j!
η(x)j(kj+1)

(
a(k) + (´1)j+1b(k)

)
(3.17)

as well as those on the free surface

G21(η, η1)Φ1,k + G22(η, η1)Φ2,k

= (∇ϕ1,k ¨ pν1)(1 + |Bxη1(x)|2)1/2ν1
ˇ

ˇ

y=h1+η1(x)

=
ÿ

jě0

eikx

j!
η1(x)j(´Bxη1(x))(ikj+1)

(
a(k)eh1k + (´1)jb(k)e´h1k

)
+

ÿ

jě0

eikx

j!
η1(x)j(kj+1)

(
a(k)eh1k + (´1)j+1b(k)e´h1k

)
. (3.18)

Taking a basis of harmonic functions with coefficients of the form

(a1(k), b1(k)) =
(

´e´h1k

eh1k ´ e´h1k ,
eh1k

eh1k ´ e´h1k

)
(3.19)

and

(a2(k), b2(k)) =
(

1
eh1k ´ e´h1k ,

´1
eh1k ´ e´h1k

)
, (3.20)

we relate these normal derivatives as before by admitting double Taylor
expansions of the Dirichlet-Neumann operator in terms of η and η1.

Now reading the Taylor expansion recursively, using the first basis of
harmonic functions, we find two of the constant terms(

G(0)
11 G(0)

12

G(0)
21 G(0)

22

)(
eikx

0

)
=

(
´k(a1(k) ´ b1(k))eikx

k(a1(k)eh1k ´ b1(k)e´h1k)eikx

)
=

(
kcoth(h1k)eikx

´kcsch(h1k)eikx

)
, (3.21)
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whence

G(0)
11 (D) = Dcoth(h1D) ; G(0)

12 (D) = ´Dcsch(h1D). (3.22)

Similarly, we find the remaining two constant terms(
G(0)

11 G(0)
12

G(0)
21 G(0)

22

)(
0

eikx

)
=

(
´k(a2(k) ´ b2(k))eikx

k(a2(k)eh1k ´ b2(k)e´h1k)eikx

)
=

(
´kcsch(h1k)eikx

kcoth(h1k)eikx

)
, (3.23)

whence

G(0)
21 (D) = ´Dcsch(h1D) ; G(0)

22 (D) = Dcoth(h1D). (3.24)

By a similar argument to the previous proposition, we can read recursively
the first-order (as well as higher-order) terms, the expansion of which is
presented in [CGK05] and [CGS12].

Using Propositions 3.1 and 3.2, we can verify
$

’

’

&

’

’

%

G(10)
12 = G(0)

11 ηG(0)
12 ; G(01)

12 = ´G(0)
12 η1G(0)

11

G(10)
21 = G(0)

12 ηG(0)
11 ; G(01)

21 = ´G(0)
11 η1G(0)

12

G(10)
22 = G(0)

12 ηG(0)
12 ; G(01)

22 = ´G(0)
11 η1G(0)

11 + Dη1D.

(3.25)

Moreover, the operator B(η, η1) defined in Equation (2.19) has the Taylor
expansion in (η, η1) of the form

B = B0 + B(1) +O(|(η, η1)|
2) (3.26)

where

B0 := ρG(0)
11 + ρ1G(0), B(1) := ρG(10)

11 + ρG(01)
11 + ρ1G(1) (3.27)

and we intentionally write B0 instead of B(0) to simplify further notations.
We also write the inverse of the operator B´1

B´1 =
(

B0 + B(1) +O(|(η, η1)|
2)
)´1

= B´1
0 ´ B´1

0 B(1)B´1
0 +O(|(η, η1)|

2). (3.28)

These calculations will be used to perform the linear analysis and find the
cubic terms of the Hamiltonian.



4
L I N E A R A N A LY S I S

4.1 L I N E A R I S E D E Q U AT I O N S N E A R F L U I D S AT R E S T

We derive the quadratic Hamiltonian H(2) = K(2) + V(2) and then write the
linearised equations of motion near η = η1 = 0. We recall the Hamiltonian

H =
1
2

ż

R

(
ξ ξ1

) ( G11B´1G(η) ´G(η)B´1G12

´G21B´1G(η) ρ´1
1 G22 ´ ρρ´1

1 G21B´1G12

)(
ξ

ξ1

)
dx

+
1
2

ż

R

g(ρ ´ ρ1)η
2(x) dx +

1
2

ż

R

gρ1
(
(h1 + η1)

2(x) ´ h2
1
)

dx (4.1)

from the previous section. First we note that there is no linear term in the
Hamiltonian since h1 can be chosen to that

ş

R
η1(x) dx, the net volume

above h1, is zero. Next, we proceed to the quadratic Hamiltonian in canoni-
cal variables using the lowest-order terms in the Taylor expansions of the
Dirichlet-Neumann operators.

Proposition 4.1. In canonical variables (η, η1, ξ, ξ1), the quadratic part of
the Hamiltonian is

H(2) =
1
2

ż

R

[
ξG(0)

11 G(0)B´1
0 ξ ´ 2ξG(0)B´1

0 G(0)
12 ξ1

+ ξ1ρ´1
1 G(0)(ρ1G(0)

11 + ρG(0))B´1
0 ξ1

]
+
[
g(ρ ´ ρ1)η

2 + gρ1η2
1
]

dx,
(4.2)

where B0 = ρDcoth(h1D) + ρ1|D| from Equation (3.27).

Proof. We have the quadratic part of the potential energy

V(2) =
1
2

ż

R

[
g(ρ ´ ρ1)η

2 + gρ1η2
1
]

dx (4.3)

and that of the kinetic energy

K(2) =
1
2

ż [
ξG(0)

11 B´1
0 G(0)ξ ´ 2ξG(0)G(0)

12 B´1
0 ξ1

+ ξ1

(
ρ´1

1 G(0)
22 ´ ρρ´1

1 B´1
0 (G(0)

12 )2
)

ξ1
]

dx. (4.4)

18
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Using the identity (G(0)
11 )2 ´ (G(0)

12 )2 = (G(0))2, the third term can be simpli-
fied to

ρ´1
1 G(0)

22 ´ ρρ´1
1 B´1

0 (G(0)
12 )2 = ρ´1

1

(
G(0)

11 (ρG(0)
11 + ρ1G(0)) ´ ρ(G(0)

12 )2
)

B´1
0

= ρ´1
1 G(0)(ρ1G(0)

11 + ρG(0))B´1
0 , (4.5)

which yields the result.

The linearised equations of motion can now be written.

Proposition 4.2. The linearised equations of motion for (η, ξ) are given by
#

Btη = δξ H(2) = G(0)
11 B´1

0 G(0)ξ ´ G(0)G(0)
12 B´1

0 ξ1

Btξ = ´δη H(2) = ´g(ρ ´ ρ1)η,
(4.6)

while those for (η1, ξ1) are given by
$

&

%

Btη1 = δξ1 H(2) = ´G(0)G(0)
12 B´1

0 ξ +
(

ρ´1
1 G(0)

22 ´ ρρ´1
1 B´1

0 (G(0)
12 )2

)
ξ1

Btξ1 = ´δη1 H(2) = ´gρ1η1.

(4.7)

Proof. The linearised equations of motion follow directly from applying
Hamilton’s equations. For example, we can calculate the functional deriva-
tives for canonical variables ξ

δξ H(2)[ξ, ξ1, η, η1](v) = lim
δÑ0+

δ´1
(

H(2)[ξ + δv] ´ H(2)[ξ]
)

=
(

G(0)
11 B´1

0 G(0)(η)ξ + G(0)G(0)
12 B´1

0 ξ1, v
)

. (4.8)

The calculations for the remaining variables are similar.

4.2 D I S P E R S I O N R E L AT I O N

We derive the dispersion relation for this Hamiltonian system from Equa-
tions (4.6) and (4.7).

Proposition 4.3. The dispersion relation for this Hamiltonian system satis-
fies

ω4(k) ´ gρ|k|
1 + coth(h1|k|)

ρ coth(h1|k|) + ρ1
ω2(k) + g2(ρ ´ ρ1)|k|2

1
ρ coth(h1|k|) + ρ1

= 0.

(4.9)
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Proof. In Fourier space, monochromatic plane waves have the form
#

pη(k) = α(k)ei(kx´ω(k)t) ; pξ(k) = β(k)ei(kx´ω(k)t)

pη1(k) = α1(k)ei(kx´ω(k)t) ; pξ1(k) = β1(k)ei(kx´ω(k)t).
(4.10)

Solving these four equations of motion,

(´iω(k)α(k)) = G(0)
11 B´1

0 G(0)b(k) + G(0)G(0)
12 B´1

0 β1(k)

(´iω(k)β(k)) = ´g(ρ ´ ρ1)α(k)

(´iω(k)α1(k)) = G(0)G(0)
12 B´1

0 β(k) +
(

ρ´1
1 G(0)

22 ´ ρρ´1
1 B´1

0 (G(0)
12 )2

)
β1(k)

(´iω(k)β1(k)) = ´gρ1α1(k), (4.11)

we have

α(k) =
iω(k)β(k)
g(ρ ´ ρ1)

; α1(k) =
iω1(k)β1(k)

gρ1
(4.12)

 ω2(k)
g(ρ´ρ1)

β(k)
ω2(k)

gρ1
β1(k)

 =

(
G(0)

11 B´1
0 G(0) G(0)G(0)

12 B´1
0

G(0)G(0)
12 B´1

0 ρ´1
1 G(0)

22 ´ ρρ´1
1 B´1

0 (G(0)
12 )2

)(
β(k)
β1(k)

)
.

(4.13)

The dispersion relation is

0 = det

G(0)
11 B´1

0 G(0) ´
ω2(k)

g(ρ´ρ1)
G(0)G(0)

12 B´1
0

G(0)G(0)
12 B´1

0 ρ´1
1 G(0)

22 ´ ρρ´1
1 B´1

0 (G(0)
12 )2 ´

ω2(k)
gρ1

 ,

(4.14)

which after some algebraic manipulation can be simplified to Equation
(4.9).

Equation (4.9) has two branches of solutions

ω2(k) =
g(1 ´ γ)|k| tanh(h1|k|)

1 + γ tanh(h1|k|)
; ω2

1(k) = g|k|, (4.15)

where γ := ρ1
ρ is the density ratio between the upper and lower fluid

domains. We associate the first root ω2(k) with the wave motion of the
interface while the second root ω2

1(k) with the surface mode.
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4.3 N O R M A L M O D E D E C O M P O S I T I O N

We perform a normal mode decomposition to diagonalise the quadratic
part of the Hamiltonian, which will be expressed as

H(2) =
1
2

ż

R

[
ζω2(D)ζ + µ2 + ζ1ω2

1(D)ζ1 + µ2
1
]

dx. (4.16)

This will involve two canonical transformations, the first of which is the
rescaling


η1

ξ1

η1
1

ξ1
1

 =


a

g(ρ ´ ρ1) 0 0 0
0 1?

g(ρ´ρ1)
0 0

0 0
?gρ1 0

0 0 0 1?gρ1




η

ξ

η1

ξ1

 =: M1


η

ξ

η1

ξ1

 .

(4.17)

After rescaling under this first canonical transformation and defining sym-
bols Qa(D), Qb(D) and Qc(D), we rewrite the quadratic part of the kinetic
energy

K(2) =
1
2

ż

R

[
ξ1Qa(D)ξ1 + 2ξ1Qb(D)ξ1

1 + ξ1
1Qc(D)ξ1

1
]

dx. (4.18)

Reading the quadratic parts of the Hamiltonian in Proposition 4.1 and
rescaling by

ξ1 =
1

a

g(ρ ´ ρ1)
ξ ; ξ1

1 =
1

?gρ1
ξ1, (4.19)

it follows that these symbols can be rewritten in terms of the Dirichlet-
Neumann operators

$

’

’

&

’

’

%

Qa(D) = g(ρ ´ ρ1)G(0)G(0)
11 B´1

0

Qb(D) = ´g
a

ρ1(ρ ´ ρ1)G(0)G(0)
12 B´1

0

Qc(D) = gG(0)(ρ1G(0)
11 + ρG(0))B´1

0 ,

(4.20)
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where B0 = ρG(0)
11 + ρ1G(0). Using Equations (3.8), (3.23) and (3.24), these

symbols are
$

’

’

’

&

’

’

’

%

Qa(D) = g(ρ´ρ1)|D| coth(h1D)
ρ coth(h1D)+ρ1sgn(D)

Qb(D) =
g
?

ρ1(ρ´ρ1)|D|csch(h1D)

ρ coth(h1D)+ρ1sgn(D)

Qc(D) = gρ1|D| coth(h1D)+gρD
ρ coth(h1D)+ρ1sgn(D)

.

(4.21)

Moreover,

Qa + Qc =
gρG(0)(G(0)

11 + G(0))

B0
(4.22)

as well as

b

(Qa ´ Qc)2 + 4Q2
b =

g(2ρ1 ´ ρ)(G(0))2 + gρG(0)
11 G(0)

B0
. (4.23)

The second canonical transformation is the rotation in phase space
µ

ζ

µ1

ζ1

 =


a´ 0 b´ 0
0 a´ 0 b´

a+ 0 b+ 0
0 a+ 0 b+




η1

ξ1

η1
1

ξ1
1

 =: M2


η1

ξ1

η1
1

ξ1
1

 , (4.24)

where the symbols are defined as

θ(D) =
Qc(D) ´ Qa(D)

Qb(D)

a˘(D) =

(
2 +

θ2

2
˘

θ

2

a

4 + θ2

)´1/2

b˘(D) =
a˘(D)

2
(θ ˘

a

4 + θ2) (4.25)

and a possible singularity in θ(D) is removed by the contributions from
the numerator.

Next we take inverses of the composition of these two transformations
to get
$

&

%

η = b+?
g(ρ´ρ1)

µ ´ b´
?

g(ρ´ρ1)
µ1

η1 = ´ a+?gρ1
µ + a´

?gρ1
µ1.

;

#

ξ = b+
a

g(ρ ´ ρ1)ζ ´ b´
a

g(ρ ´ ρ1)ζ1

ξ1 = ´a+?gρ1ζ + a´?gρ1ζ1.

(4.26)
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The following lemma provides us with some key relations for our analysis.

Lemma 4.4. The following conditions on a˘(D) and b˘(D) hold
$

’

’

’

’

’

&

’

’

’

’

’

%

a+(D) = ´b´(D)

a´(D) = b+(D) = ρ1
ρ

(
Qa(D)+Qc(D)

Qb(D)

)
a+(D)

(a+(D))2 + (a´(D))2 = (b+(D))2 + (b´(D))2 = 1

a+(D)b+(D) + a´(D)b´(D) = 0.

(4.27)

Proof. We first verify that

b´(a+)´1 =
´
a

θ ´
?

4 + θ2
a

4 + θ2 ´ θ
?

4 + θ2

a

4 + θ2 + θ
?

4 + θ

2
= ´1 (4.28)

and similarly for a´(D) = b+(D). Next we check that

(a+)2 + (a´)2 =
2

4 + θ2 + θ
?

4 + θ2
+

2
4 + θ2 ´ θ

?
4 + θ2

= 1 (4.29)

as well as

(b+)2 + (b´)2 =
(θ ´

?
4 + θ2)2

2(4 + θ2 ´ θ
?

4 + θ2)
+

(θ +
?

4 + θ2)2

2(4 + θ2 + θ
?

4 + θ2)
= 1,

(4.30)

and lastly

a+b+ + a´b´ =
θ +

?
4 + θ2

4 + θ2 + θ
?

4 + θ2
+

θ ´
?

4 + θ2

4 + θ2 ´ θ
?

4 + θ2
= 0, (4.31)

which completes the derivation.

We also note the even character or parity of the symbols a˘ and b˘.

Lemma 4.5. The symbols of Qa, Qb, Qc, a˘ and b˘ are all even.

Proof. We first observe that Qa(D) has even character, since

Qa(D) =
g(ρ ´ ρ1)|D| coth(h1D)

ρ coth(h1D) + ρ1sgn(D)
=

g(ρ ´ ρ1)|D|

ρ + ρ1 tanh(h1|D|)
. (4.32)

Similarly, we calculate the remaining two symbols

Qb(D) =
g
a

ρ1(ρ ´ ρ1)|D|csch(h1D)

ρ coth(h1D) + ρ1sgn(D)
=

g
a

ρ1(ρ ´ ρ1)|D| csch(h1|D|)

ρ coth(h1|D|) + ρ1

(4.33)
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and

Qc(D) =
gρ1|D| coth(h1D) + gρD
ρ coth(h1D) + ρ1sgn(D)

=
gρ1|D| + gρ|D| tanh(h1|D|)

ρ + ρ1 tanh(h1|D|)
. (4.34)

Since Qa, Qb and Qc are all even, so is θ = Qc´Qa
Qb

and thus so are a˘ and b˘

as these symbols are in turn implicitly defined by θ themselves.

Before finding the quadratic terms of the Hamiltonian in normal coordi-
nates, we find the eigenvalues and eigenvectors of the symmetric matrix(

Qa(D) Qb(D)

Qb(D) Qc(D)

)
. (4.35)

The eigenvalues are the roots of characteristic equation
ˇ

ˇ

ˇ

ˇ

(
Qa Qb
Qb Qc

)
´ λI

ˇ

ˇ

ˇ

ˇ

= λ2 ´ (Qa + Qc)λ + (QaQc ´ Q2
b), (4.36)

which agree with the solutions of the dispersion relation

ω2(D) =
g(1 ´ γ)|D| tanh(h1|D|)

1 + γ tanh(h1|D|)
; ω2

1(D) = g|D|. (4.37)

Proposition 4.6. The eigenvalues of the symmetric matrix(
Qa(D) Qb(D)

Qb(D) Qc(D)

)
. (4.38)

given by λ ď λ1 are the internal and surface modes, ω2(D) and ω2
1(D),

respectively.

Proof. We directly calculate

λ(D) =
1
2

(
Qa(D) + Qc(D) ´

b

(Qa(D) ´ Qc(D))2 + 4Q2
b(D)

)
=

1
2

g|D|(1 + tanh(h1|D|))

2(1 + γ tanh(h1|D|))
´

g|D| (1 ´ (1 ´ 2γ) tanh(h1|D|))

2(1 + γ tanh(h1|D|))

=
g(1 ´ γ)|D| tanh(h1|D|)

1 + γ tanh(h1|D|)
(4.39)
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and

λ1(D) =
1
2

(
Qa(D) + Qc(D) +

b

(Qa(D) ´ Qc(D))2 + 4Q2
b(D)

)
=

g|D|(1 + tanh(h1|D|))

2(1 + γ tanh(h1|D|))
+

g|D| (1 ´ (1 ´ 2γ) tanh(h1|D|))

2(1 + γ tanh(h1|D|))

= g|D| (4.40)

to complete the result.

Moreover, we show the normalised eigenvectors are (a´, b´)T and (a+, b+)T,
respectively.

Lemma 4.7. The eigenvectors of the symmetric matrix(
Qa(D) Qb(D)

Qb(D) Qc(D)

)
(4.41)

that correspond to internal and surface modes, ω2(D) and ω2
1(D), are (a´, b´)T

and (a+, b+)T, respectively.

Proof. First we show that (a´, a+)T lies in the kernel space of(
Qa(D) ´ ω2(D) Qb(D)

Qb(D) Qc(D) ´ ω2(D)

)
, (4.42)

which follows as

a´(Qa ´ ω2) + b´Qb

=
ρ1

ρ

Qa + Qc

Qb
a+
(

1
2
(Qa ´ Qc) +

1
2

b

(Qa ´ Qc)2 + 4Q2
b

)
´ a+B

=
a+

B

(
gρ1G(0)(G(0)

11 + G(0))

B0
(gG(0) ´ Qc(D)) ´ Q2

b(D)

)
= 0. (4.43)

and

a´Qb + b´(Qc ´ ω2) =
ρ1

ρ

Qa + Qc

Qb
a+Qb ´ a+(ω2

1 ´ Qa)

= a+
(

gρ1G(0)(G(0)
11 + G(0))

B0
+ (Qa(D) ´ gG(0))

)
= 0. (4.44)
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Since the matrix is symmetric, the eigenvectors are orthogonal and it follows
that (a+, b+)T is the remaining eigenvector for the surface mode, which
completes the proof.

Through these two transformations, we also write the equations of mo-
tion in normal coordinates. These variables are also canonical since the
symplectic matrix remains unchanged.

Lemma 4.8. Hamilton’s equations for transformed variables (µ, ζ, µ1, ζ1) is

Bt


µ

ζ

µ1

ζ1

 =


0 1 0 0

´1 0 0 0
0 0 0 1
0 0 ´1 0




δµH
δζ H
δµ1 H
δζ1 H

 =: J


δµH
δζ H
δµ1 H
δζ1 H

 . (4.45)

Proof. Since the change of variables matrix M2M1 is orthogonal and com-
mutes with J, it follows

Bt


µ

ζ

µ1

ζ1

 = (M2M1)Bt


η

ξ

η1

ξ1

 = (M2M1)J(M2M1)
T


δµH
δζ H
δµ1 H
δζ1 H

 = J


δµH
δζ H
δµ1 H
δζ1 H

 ,

(4.46)

which completes the proof.

Proposition 4.9. The quadratic part of the Hamiltonian is

H(2) =
1
2

ż

R

[
ζω2(D)ζ + µ2 + ζ1ω2

1(D)ζ1 + µ2
1
]

dx. (4.47)

in normal variables.

Proof. We calculate the integrand of the potential energy

1
2

g(ρ ´ ρ1)η
2 +

1
2

gρ1η2
1 =

1
2

η12 +
1
2

η12
1

=
1
2
(a´η1 + b´η1

1)
2 +

1
2
(a+η1 + b+η1

1)
2

=
1
2

µ2 +
1
2

µ2
1 (4.48)
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as well as the integrand of the kinetic energy

1
2
(
ξ1 ξ1

1

) (Qa(D) Qb(D)

Qb(D) Qc(D)

)(
ξ1

ξ1
1

)
=

1
2
(
ζ ζ1

) ( b+ ´a+

´b´ a´

)(
Qa(D) Qb(D)

Qb(D) Qc(D)

)(
b+ ´b´

´a+ a´

)(
ζ

ζ1

)
=

1
2
(
ζ ζ1

) (ω2(D) 0
0 ω2

1(D)

)(
ζ

ζ1

)
=

1
2

ζω2(D)ζ +
1
2

ζ1ω2
1(D)ζ1, (4.49)

where ω2(D) and ω2
1(D) are the internal and surface modes. From Equa-

tions (4.3) and (4.18), we combine Equations (4.48) and (4.49) to get the
result.

4.4 T H E M O M E N T U M

The impulse integral, or momentum, can also be written in both canonical
and normal coordinates. Since the Poisson commutator tH, Iu = 0, it fol-
lows that the momentum is an invariant of motion that does not affect our
analysis in the Hamiltonian setting.

Proposition 4.10 ([CGS20]). In terms of the canonical coordinates, the
momentum I has the form

I :=
ż

R

(
ρ

ż η

´8

Bxϕ dy + ρ1

ż h1+η1

η
Bxϕ1 dy

)
dx = ´

ż

R

(ξBxη + ξ1Bxη1) dx,

(4.50)

while, in normal coordinates, the momentum is

I = ´

ż

R

(ζBxµ + ζ1Bxµ1) dx. (4.51)
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Proof. In canonical coordinates,

I =
ż

R

(
ρ

ż η

´8

Bxϕ dy + ρ1

ż h1+η1

η
Bxϕ1 dy

)
dx

=

ż

R

ρ

(
Bx

(
ż η

´8

ϕ dy
)

´ ϕ(x, η, t)(Bxη)

)
+ ρ1

(
Bx

(
ż h1+η1

η
ϕ1 dy

)
´ ϕ1(x, η1, t)(Bxη1) + ϕ1(x, η, t)(Bxη)

)
dx

= ρ

ż η

´8

ϕ dy
ˇ

ˇ

8

x=´8
+ ρ1

ż h1+η1

η
ϕ1 dy

ˇ

ˇ

8

x=´8

´

ż

R

[
(ρΦ ´ ρ1Φ1)(Bxη) + ρ1Φ2(Bxη2)

]
dx

= ´

ż

R

(ξBxη + ξ1Bxη1) dx, (4.52)

where we recall ξ = ρΦ ´ ρ1Φ1 and ξ1 = ρ1Φ2. Next, using the canonical
transformation and Lemma 4.4, we express

I = ´

ż

R

(ξBxη + ξ1Bxη1) dx

= ´

ż

R

[ (
b+ζ ´ b´ζ1

) (
b+Bxµ ´ b´Bxµ1

)
+
(
a+ζ ´ a´ζ1

) (
a+Bxµ ´ a´Bxµ1

) ]
dx

= ´

ż

R

[
((b+)2 + (a+)2)ζBxµ ´ (a+b+ + a´b´)ζBxµ1

´ (a+b+ + a´b´)ζ1Bxµ + ((b+)2 + (a+)2)ζBxµ
]

dx

= ´

ż

R

(ζBxµ + ζ1Bxµ1) dx, (4.53)

which yields the desired result.



5
C U B I C T E R M S O F T H E
H A M I L T O N I A N

5.1 C U B I C T E R M S O F T H E H A M I LT O N I A N I N VA R I A B L E S (η , η1 , ξ , ξ 1 )

We compute the cubic parts of the Hamiltonian in terms of canonical vari-
ables (η, η1, ξ, ξ1), while we will transform to normal variables (ζ, ζ1, µ, µ1)

in later sections. As the potential energy V is quadratic and does not con-
tribute any higher-order terms, the cubic part of the Hamiltonian is simply
the cubic part of the kinetic energy. Recalling that the kinetic energy K

K =
1
2

ż

R

ξG11B´1G(η)ξ ´ ξG(η)B´1G12ξ1 ´ ξ1G21B´1G(η)ξ

+ ξ1

(
ρ´1

1 G22 ´ ρρ´1
1 G21B´1G12

)
ξ1 dx

=
1
2

ż

R

ξG11B´1G(η)ξ ´ 2ξG(η)B´1G12ξ1

+ ξ1

(
ρ´1

1 G22 ´ ρρ´1
1 G21B´1G12

)
ξ1 dx

=: (I) ´ (II) + (III), (5.1)

where
$

’

’

&

’

’

%

(I) = 1
2

ş

R
ξG11B´1G(η)ξ dx

(II) =
ş

R
ξG(η)B´1G12ξ1 dx

(III) = 1
2

ş

R
ξ1

(
ρ´1

1 G22 ´ ρρ´1
1 G21B´1G12

)
ξ1 dx,

(5.2)

identify the first, second and third terms of Equation (5.1), respectively.

Proposition 5.1. The cubic part of (I) is

(I)(3) =
1
2

ż

R

[
´ ρη (DB´1

0 G(0)
11 ξ)2 ´ (ρ ´ ρ1)η (G(0)B´1

0 G(0)
11 ξ)2

+ ρ1η (DB´1
0 G(0)ξ)2 ´ ρ1η1 (G

(0)
12 B´1

0 G(0)ξ)2
]

dx. (5.3)

29
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Proof. To calculate term (I), using the expansions of Propositions 3.1 and
3.2 from Chapter 2, we first expand the integrand in powers of η and η1 at
order O(η, η1)

G11B´1G(η) = (G(0)
11 + G(10)

11 + G(01)
11 )

(
1
B0

´
1
B0

B(1) 1
B0

)
(G(0) + G(1))

+O(|(η, η1)|
2)

= G(0)
11 B´1

0 G(0) + (G(10)
11 + G(01)

11 )B´1
0 G(0) + G(0)

11 B´1
0 G(1)

´ G(0)
11 B´1

0 (ρG(10)
11 + ρG(01)

11 + ρ1G(1))B´1
0 G(0) +O(|(η, η1)|

2)

= G(0)
11 B´1

0 G(0) +
(

1 ´ ρG(0)
11 B´1

0

)
(G(10)

11 + G(01)
11 )G(0)B´1

0

+ G(0)
11 B´1

0 G(1)
(

1 ´ ρ1G(0)B´1
0

)
+O(|(η, η1)|

2)

=
G(0)

11 G(0)

B0
+

ρ1G(0)

B0
(G(10)

11 + G(01)
11 )

G(0)

B0

+
ρG(0)

11
B0

G(1) G(0)
11

B0
+O(|(η, η1)|

2). (5.4)

We can simplify the terms

ρ1
G(0)

B0
G(10)

11
G(0)

B0
= ρ1

G(0)

B0
(G(0)

11 ηG(0)
11 ´ DηD)

G(0)

B0

= ρ1G(0)B´1
0 G(0)

11 ηG(0)G(0)
11 B´1

0 ´ ρ1
G(0)D

B0
η

G(0)D
B0

, (5.5)

as well as

ρ1
G(0)

B0
G(01)

11
G(0)

B0
= ρ1

G(0)

B0
(´G(0)

12 η1G(0)
12 )

G(0)

B0

= ´ρ1
G(0)G(0)

12

ρG(0)
11 + ρ1G(0)

η1
G(0)G(0)

12

ρG(0)
11 + ρ1G(0)

(5.6)

and finally

ρ
G(0)

11
B0

G(1) G(0)
11

B0

= ρ
G(0)

11
B0

(DηD ´ G(0)ηG(0))
G(0)

11
B0

= ρG(0)
11 DB´1

0 ηG(0)
11 DB´1

0 ´ ρG(0)
11 G(0)B´1

0 ηG(0)
11 G(0)B´1

0 . (5.7)
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We can then use the self-adjoint character of the operators to simplify

(I) =
1
2

ż

ξG11B´1G(η)ξ dx

=
1
2

ż

R

[
ξG(0)

11 B´1
0 G(0)ξ + (ρ1 ´ ρ)ξG(0)

11 G(0)B´1
0 ηG(0)

11 G(0)B´1
0 ξ

´ ρ1ξG(0)DB´1
0 ηG(0)DB´1

0 ξ + ρξG(0)
11 DB´1

0 ηG(0)
11 DB´1

0 ξ

´ ρ1ξG(0)
12 G(0)B´1

0 η1G(0)
12 G(0)B´1

0 ξ
]

dx

=
1
2

ż

R

ξG(0)
11 G(0)B´1

0 ξ dx

+
1
2

ż

R

[
´ ρη (DB´1

0 G(0)
11 ξ)2 ´ (ρ ´ ρ1)η (G(0)B´1

0 G(0)
11 ξ)2

+ ρ1η (DB´1
0 G(0)ξ)2 ´ ρ1η1 (G

(0)
12 B´1

0 G(0)ξ)2
]

dx +O(|(η, η1)|
2), (5.8)

which completes the derivation.

We move on to the second term (II) in our analysis.

Proposition 5.2. The cubic part of (II) is

(II)(3) =
ż

R

[
ρη(DB´1

0 G(0)
11 ξ)(DB´1

0 G(0)
12 ξ1)

+ (ρ ´ ρ1)η(G(0)B´1
0 G(0)

11 ξ)(G(0)B´1
0 G(0)

12 ξ1) + ρη(DG(0)B´1
0 ξ)(DB´1

0 G(0)
12 ξ1)

+ η1(G
(0)
12 G(0)B´1

0 ξ)(G(0)
11 ξ1 ´ ρ(G(0)

12 )2B´1
0 ξ1)

]
dx. (5.9)

Proof. We expand the integrand G(η)B´1G12 in powers of (η, η1)

G(η)B´1G12

= (G(0) + G(1))

(
1
B0

´
1
B0

B(1) 1
B0

)
(G(0)

12 + G(10)
12 + G(01)

12 ) +O(|(η, η1)|
2)

=
G(0)G(0)

12
B0

+ G(1) 1
B0

G(0)
12 ´ G(0) 1

B0
B(1) 1

B0
G(0)

12

+
G(0)

B0
(G(10)

12 + G(01)
12 ) +O(|(η, η1)|

2)

= G(0)G(0)
12 B´1

0 + (DηD ´ G(0)ηG(0))B´1
0 G(0)

12 + G(0)B´1
0 G(0)

11 ηG(0)
12

´ G(0)B´1
0 G(0)

12 η1G(0)
11 ´ ρG(0)B´1

0 (G(0)
11 ηG(0)

11 ´ DηD)B´1
0 G(0)

12

+ ρG(0)B´1
0 G(0)

12 η1G(0)
12 B´1

0 G(0)
12 ´ ρ1G(0)B´1

0 DηDB´1
0 G(0)

12

+ ρ1G(0)B´1
0 G(0)ηG(0)B´1

0 G(0)
12 +O(|(η, η1)|

2). (5.10)
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Next we group the third and fourth terms

G(0)G(0)
11 B´1

0 ηG(0)
12 ´ G(0)G(0)

11 B´1
0 ηG(0)

12 ρG(0)
11 B´1

0

= ρ1G(0)G(0)
11 B´1

0 ηG(0)G(0)
12 B´1

0 , (5.11)

the second and seventh η terms

´ G(0)ηG(0)G(0)
12 B´1

0 + ρ1(G(0))2B´1
0 ηG(0)G(0)

12 B´1
0

= ´ρG(0)
11 G(0)B´1

0 ηG(0)G(0)
12 B´1

0 , (5.12)

as well as the first and sixth η terms

DηDG(0)
12 B´1

0 ´ ρ1DG(0)B´1
0 ηDG(0)

12 B´1
0 = ρDG(0)

11 B´1
0 ηDG(0)

12 B´1
0 , (5.13)

in which the variable η appears. Using these identities, we group all of the
terms that include η together

(ρ1 ´ ρ)G(0)G(0)
11 B´1

0 ηG(0)G(0)
12 B´1

0 + ρG(0)
11 DB´1

0 ηDG(0)
12 B´1

0

+ ρG(0)DB´1
0 ηG(0)

12 DB´1
0 . (5.14)

Similarly, using the relation (G(0)
11 )2 ´ (G(0)

12 )2 = (G(0))2, we calculate the
terms in (II) that include the variable η1

´ G(0)G(0)
12 B´1

0 η1G(0)
11 + ρG(0)G(0)

12 B´1
0 η1(G

(0)
12 )2B´1

0

= ´ρ1G(0)G(0)
12 B´1

0 η1G(0)
11 G(0)B´1

0 ´ ρG(0)G(0)
12 B´1

0 η1(G
(0)
12 )2B´1

0 . (5.15)

We can then use the self-adjoint character of the operators to simplify

(II) =
ż

R

ξ
[

G(0)B´1
0 G(0)

12 + G(0)
11 DB´1

0 ηDG(0)
12 B´1

0

+ (ρ1 ´ ρ)G(0)G(0)
11 B´1

0 ηG(0)G(0)
12 B´1

0 + ρG(0)DB´1
0 ηG(0)

12 DB´1
0

+ ρG(0)G(0)
12 B´1

0 η1(G
(0)
12 )2B´1

0 ´ G(0)G(0)
12 B´1

0 η1G(0)
11

]
ξ1 dx

=

ż

R

ξG(0)G(0)
12 B´1

0 ξ1 dx +

ż

R

[
ρη(DB´1

0 G(0)
11 ξ)(DB´1

0 G(0)
12 ξ1)

+ (ρ ´ ρ1)η(G(0)B´1
0 G(0)

11 ξ)(G(0)B´1
0 G(0)

12 ξ1)

+ ρη(DG(0)B´1
0 ξ)(DB´1

0 G(0)
12 ξ1)

+ η1(G
(0)
12 G(0)B´1

0 ξ)(G(0)
11 ξ1 ´ ρ(G(0)

12 )2B´1
0 ξ1)

]
dx

+O(|(η, η1)|
2), (5.16)
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which completes our proof.

Lastly we turn to the third and final term (III).

Proposition 5.3. The cubic part of (III) is

(III)(3) =
1
2

ż [
(ρ1 ´ ρ)η(G(0)B´1

0 G(0)
12 ξ)2 ´

η1

ρ1
(G(0)

22 ξ1 ´ ρ(G(0)
12 )2B´1

0 ξ1)
2

´
1
ρ1

η1(Dξ1)
2 +

ρ

ρ1
(ρ ´ ρ1)η(DB´1

0 G(0)
12 ξ1)

2
]

dx. (5.17)

Proof. We expand the integrand ρ´1
1 G22 ´ ρρ´1

1 G21B´1G12

ρ´1
1 G22 ´ ρρ´1

1 G21B´1G12

=
1
ρ1

(G(0)
22 + G(10)

22 + G(01)
22 )

´
ρ

ρ1
(G(0)

21 + G(10)
21 + G(01)

21 )

(
1
B0

´
1
B0

B(1) 1
B0

)
(G(0)

12 + G(10)
12 + G(01)

12 )

=
1
ρ1

G(0)
11 ´

ρ

ρ1
G(0)

12 B´1
0 G(0)

12 +
1
ρ1

(G(10)
22 + G(01)

22 )

´
ρ

ρ1
(G(10)

21 + G(01)
21 )B´1

0 G(0)
12 ´

ρ

ρ1
G(0)

12 B´1
0 (G(10)

12 + G(01)
12 )

+
ρ

ρ1
G(0)

12 B´1
0 (ρ(G(10)

11 + G(01)
11 ) + ρ1G(1))B´1

0 G(0)
12 +O(|(η, η1)|

2).

(5.18)

We proceed by simplifying the terms that include the variable η to

G(0)
12 ηG(0)

12 G(0)B´1
0 ´ ρG(0)

12 G(0)
11 B´1

0 ηG(0)G(0)
12 B´1

0

+
ρ(ρ1 ´ ρ)

ρ1
G(0)

12 DB´1
0 ηGq12(0)DB´1

0 ´ ρG(0)
12 G(0)B´1

0 ηG(0)G(0)
12 B´1

0

= (ρ1 ´ ρ)G(0)
12 G(0)B´1

0 ηG(0)G(0)
12 B´1

0 +
ρ

ρ1
G(0)

12 DB´1
0 ηG(0)

12 DB´1
0 (5.19)

as well as those including η1

1
ρ1

Dη1D ´
1
ρ1

(G(0)
11 ´ ρ(G(0)

12 )2B´1
0 )η1(G

(0)
11 ´ ρ(G(0)

12 )2B´1
0 ). (5.20)
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Again, one uses the self-adjoint character of the operators to get

(III) =
1
2

ż

R

ξ1

(
ρ´1

1 G22 ´ ρρ´1
1 G21B´1G12

)
ξ1 dx

=
1
2

ż

R

ξ1

(
ρ´1

1 G(0)
22 ´ ρρ´1

1 B´1
0 (G(0)

12 )2
)

ξ1 dx

+
1
2

ż [
(ρ1 ´ ρ)η(G(0)B´1

0 G(0)
12 ξ)2 ´

η1

ρ1
(G(0)

22 ξ1 ´ ρ(G(0)
12 )2B´1

0 ξ1)
2

´
1
ρ1

η1(Dξ1)
2 +

ρ

ρ1
(ρ ´ ρ1)η(DB´1

0 G(0)
12 ξ1)

2
]

dx

+O(|(η, η1)|
2), (5.21)

which completes the result.

Adding the cubic parts of the three contributions, respectively, we find the
third-order terms of the Hamiltonian.

Corollary 5.4. In canonical variables, the cubic part of the Hamiltonian is

H(3) = (I)(3) ´ (II)(3) + (III)(3)

=
1
2

ż

R

[
´ (ρ ´ ρ1)η

(
G(0)B´1

0 (G(0)
11 ξ ´ G(0)

12 ξ1)
)2

´ ρ1η1

(
G(0)

12 G(0)B´1
0 ξ ´

1
ρ1

(G(0)
11 ξ1 ´ ρ(G(0)

12 )2B´1
0 ξ1)

)2

´ ρη
(

DB´1
0 (G(0)

11 ξ ´ G(0)
12 ξ1)

)2

+ ρ1η

(
DB´1

0 G(0)ξ +
ρ

ρ1
DG(0)

12 B´1
0 ξ1

)2

´
1
ρ1

η1(Dξ1)
2
]

dx

=: R1 + R2 + R3 + R4 + R5, (5.22)

where we identify each term on the right-hand side to R1, R2, R3, R4 and R5.

Proof. These identities follow directly from Propositions 5.1, 5.2 and 5.3.

5.2 C U B I C T E R M S O F T H E H A M I LT O N I A N I N VA R I A B L E S (µ , µ1 , ζ , ζ 1 )

Having derived the cubic terms of the Hamiltonian from canonical vari-
ables (η, η1, ξ, ξ1), we now convert it into normal variables (ζ, ζ1, µ, µ1), by
examining Rj for each j P t1, 2, 3, 4, 5u separately.
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In R1, from Equation (5.22), we rewrite the factor G(0)B´1
0 (G(0)

11 ξ ´ G(0)
12 ξ1)

as

G(0)B´1
0 (G(0)

11 ξ ´ G(0)
12 ξ1)

=

(
b+

b

g(ρ ´ ρ1)G(0)B´1
0 G(0)

11 + a+
?

gρ1G(0)B´1
0 G(0)

12

)
ζ

´

(
b´

b

g(ρ ´ ρ1)G(0)B´1
0 G(0)

11 + a´?
gρ1G(0)B´1

0 G(0)
12

)
ζ1

=: A1ζ ´ B1ζ1, (5.23)

where symbols A1 and B1 are defined as

A1 := b+
b

g(ρ ´ ρ1)G(0)B´1
0 G(0)

11 + a+
?

gρ1G(0)B´1
0 G(0)

12 ,

B1 := b´

b

g(ρ ´ ρ1)G(0)B´1
0 G(0)

11 + a´?
gρ1G(0)B´1

0 G(0)
12 . (5.24)

Recalling the relation in Equation (4.26)

η =
1

a

g(ρ ´ ρ1)
(b+µ ´ b´µ1), (5.25)

and applying Equations (5.22) and (5.23), we have

R1 = ´
ρ ´ ρ1

2

ż

R

η
(

G(0)B´1
0 (G(0)

11 ξ ´ G(0)
12 ξ1)

)2
dx

= ´
ρ ´ ρ1

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A1ζ ´ B1ζ1)
2 . (5.26)

Similarly, for R2, we calculate

G(0)G(0)
12 B´1

0 ξ ´
1
ρ1

G(0)B´1
0 (ρG(0) + ρ1G(0)

11 )ξ1 =: A2ζ ´ B2ζ1, (5.27)

for symbols A2 and B2

A2 :=
1

?gρ1
a+gG(0)B´1

0 (ρ1G(0)
11 + ρG(0)) + b+

b

g(ρ ´ ρ1)G(0)B´1
0 G(0)

12 ,

B2 :=
1

?gρ1
a´gG(0)B´1

0 (ρ1G(0)
11 + ρG(0)) + b´

b

g(ρ ´ ρ1)G(0)B´1
0 G(0)

12 .

(5.28)
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From Equations (4.26), (5.22) and (5.27), we have

R2 = ´
ρ1

2

ż

R

η1

(
G(0)

12 G(0)B´1
0 ξ ´

1
ρ1

(G(0)
11 ξ1 ´ ρ(G(0)

12 )2B´1
0 ξ1)

)2

dx

= ´
ρ1

2
?gρ1

ż

R

(a´µ1 ´ a+µ) (A2ζ ´ B2ζ1)
2 dx. (5.29)

Next, for R3, we write

DB´1
0 (G(0)

11 ξ ´ G(0)
12 ξ1)

=

(
b+

b

g(ρ ´ ρ1)DB´1
0 G(0)

11 + a+
?

gρ1DB´1
0 G(0)

12

)
ζ

´

(
b´

b

g(ρ ´ ρ1)DB´1
0 G(0)

11 + a´?
gρ1DB´1

0 G(0)
12

)
ζ1

=: A3ζ ´ B3ζ1, (5.30)

where symbols A3 and B3 are

A3 = b+
b

g(ρ ´ ρ1)DB´1
0 G(0)

11 + a+
?

gρ1DB´1
0 G(0)

12 ,

B3 = b´

b

g(ρ ´ ρ1)DB´1
0 G(0)

11 + a´?
gρ1DB´1

0 G(0)
12 . (5.31)

From Equations (4.26), (5.22) and (5.30), we also write

R3 = ´
ρ

2

ż

R

η
(

DB´1
0 (G(0)

11 ξ ´ G(0)
12 ξ1)

)2
dx

= ´
ρ

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A3ζ ´ B3ζ1)
2 dx. (5.32)

We have, for R4, that

DG(0)B´1
0 ξ +

ρ

ρ1
DG(0)

12 B´1
0 ξ1

=

(
b+

b

g(ρ ´ ρ1)DB´1
0 G(0) ´

ρ

ρ1
a+

?
gρ1DB´1

0 G(0)
12

)
ζ

´

(
b´

b

g(ρ ´ ρ1)DB´1
0 G(0) ´

ρ

ρ1
a´?

gρ1DB´1
0 G(0)

12

)
ζ1

=: A4ζ ´ B4ζ1, (5.33)
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where symbols A4 and B4 are defined as

A4 := b+
b

g(ρ ´ ρ1)DB´1
0 G(0) ´

ρ

ρ1
a+

?
gρ1DB´1

0 G(0)
12 ,

B4 := b´

b

g(ρ ´ ρ1)DB´1
0 G(0) ´

ρ

ρ1
a´?

gρ1DB´1
0 G(0)

12 . (5.34)

Again applying Equations (4.26), (5.22) and (5.33), we calculate

R4 =
ρ1

2

ż

R

η

(
DB´1

0 G(0)ξ +
ρ

ρ1
DG(0)

12 B´1
0 ξ1

)2

dx

=
ρ1

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A4ζ ´ B4ζ1)
2 dx. (5.35)

Lastly, for R5, we write

Dξ1 =: A5ζ ´ B5ζ1, (5.36)

where, in particular, we have

A5 = ´
?

gρ1a+D, B5 = ´
?

gρ1a´D. (5.37)

From Equations (4.26), (5.22) and (5.36), we deduce

R5 = ´
1

2ρ1

ż

R

η1(Dξ1)
2 dx

=
1

2ρ1
?gρ1

ż

R

(a+µ ´ a´µ1) (A5ζ ´ B5ζ1)
2 dx. (5.38)

Proposition 5.5. The cubic part of the Hamiltonian is

H(3) = ´
ρ ´ ρ1

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A1ζ ´ B1ζ1)
2 dx

´
ρ1

2
?gρ1

ż

R

(a´µ1 ´ a+µ) (A2ζ ´ B2ζ1)
2 dx

´
ρ

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A3ζ ´ B3ζ1)
2 dx

+
ρ1

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A4ζ ´ B4ζ1)
2 dx

+
1

2ρ1
?gρ1

ż

R

(a+µ ´ a´µ1) (A5ζ ´ B5ζ1)
2 dx. (5.39)

Proof. This follows by adding together the contributions for each Rj from
Equations (5.26), (5.29), (5.32), (5.35) and (5.38).



6
T H E H A M I L T O N I A N I N
R E S C A L E D C O O R D I N A T E S

6.1 M U LT I P L E S C A L E A N A LY S I S

In this section, we review multiple scale analysis, specifically lemmas on
scale separation from [CGNS05], scaling transformation from [CGK05] and
action on multiple scales from [CSS92]. These results measure the effect
of Fourier multiplier operators, and by extension Dirichlet-Neumann op-
erators, on long-wave scaling and they will be useful in representing the
cubic terms of the Hamiltonian from Equation (5.39) in rescaled coordinates.

One may interpret the following scale separation lemma as the homogeni-
sation of the fast oscillations due to short scale x at order O(εN). We say
that the short and long scales, x and X, are asymptotically separated.

Lemma 6.1. [CGNS05] (Scale Separation Lemma) Let g(x) be a continuous
function that is periodic on the fundamental domain R/Z. Then, for any function
f (X) of Schwartz class S(R) and for all N, we have

ż

R

g(x) f (εx) dx =
1
ε

(
ż 1

0
g(x) dx

)
ż

R

f (X) dX +O(εN). (6.1)

Proof. This is proved in Lemma 3.2 of [CGNS05].

The spatial scaling transformation introduces the parameter ε into the
Hamiltonian primarily through its effect on Fourier multiplier operators
m(D), which we recall is defined as

m(Dx)( f (x)) =
1

?
2π

ż

R

eikxm(k)(Fx f )(k) dk

=
1

2π

ĳ

R2

eik(x´x1)m(k) f (x1) dx1 dk. (6.2)

With the above definition, the next lemma describes the transformed Fourier
multiplier after scaling.

38
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Lemma 6.2. [CGK05] Define rf (X) = f (x) as the scaling transformation on
X = εx. Then the transformed Fourier multiplication operator is

(m(Dx) f )(x) =
(

m(εDX) rf
)
(X). (6.3)

Proof. Using the expression for the Fourier multiplier, we calculate

(m(Dx) f )(x) =
1

2π

ĳ

R2

eik(x´x1)m(k) f (x1) dx1 dk

=
1

2π

ĳ

R2

1
ε

e
ik(X´X1)

ε m(k) f (X1/ε) dX1 dk

=
1

2π

ĳ

R2

eiK(X´X1)m(εK) rf (X1) dX1 dK

=
(

m(εDX) rf
)
(X), (6.4)

which yields the result.

Next we state a lemma on the action of Fourier multiplier on functions
of multiple scales. It is proven in Theorem 4.1 and extended in Appendix
A2.1 of Craig, Sulem and Sulem [CSS92] for general pseudo-differential
operators. The result assumes that the Fourier multipliers have the property
that, for all γ P Z+,

|B
j
km(k)| À (1 + |k|2)

γ´j
2 (6.5)

for each 0 ď j ď γ.

In the following formulation, m(Dx) acts on the monochromatic oscillatory
form eik0x

rf (X) with a resulting Taylor expansion about wavenumber k0.
When truncated at order O(εN), it acts as a differential operator of order N.

Lemma 6.3. [CSS92] Let m(D) be a Fourier multiplier as defined in Equation
(6.2) that satisfies Equation (6.5). Then, its action on multiple scales is

(m(Dx)(eik0x
rf (X)) = eik0x

(
m(k0 + εDX) rf

)
(X), (6.6)

and has an asymptotic expansion

(m(Dx)(eik0x
rf (X)) = eik0x

( N
ÿ

j=0

εj

j!
m(j)(k0)Dj

X
rf (X)

)
+O(εN+1). (6.7)
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Proof. We calculate

(m(Dx)(eik0x
rf (X)) =

1
2π

ĳ

R2

eik(x´x1)+ik0x1

m(k) rf (εx1) dx1 dk

=
eik0x

2π

ĳ

R2

1
ε

e
ik1(X´X1)

ε m(k0 + k1) rf (X1) dX1 dk1

=
eik0x

2π

ĳ

R2

eiK”(X´X1)m(k0 + εK1) rf (X1) dX1 dK1

= eik0x
(

m(k0 + εDX) rf
)
(X). (6.8)

Applying the approach in Theorem 4.1 of [CSS92], it then follows that(
m(k0 + εDX) rf

)
(X)

=
1

2π

ĳ

R2

eiK(X´X1)m(k0 + εK) rf (X1) dX1 dK

=
1

2π

ĳ

R2

eiK(X´X1)

 N
ÿ

j=0

1
j!
(m(j))(k0)(εK)j + RN+1(εK)

 rf (X1) dX1 dK

=
N
ÿ

j=0

εj

j!
m(j)(k0)Dj

X
rf (X) +O(εN+1), (6.9)

since the Taylor remainder term is of order

RN+1(εK) =
ż 1

0

(1 ´ t)N

N!
m(N+1)(k0 + tεK)(εK)N+1 dt „ O(εN+1), (6.10)

which completes the proof.

6.2 L O N G - WAV E S C A L I N G A N D M O D U L AT I O N A L A N S AT Z

We assume the scaling regime

X = εx, εrµ(X) = µ(x), rζ(X) = ζ(x) (6.11)

to describe the internal modes of the long waves. We prescribe asymptotics

a
h1

»
h1

λ
» ε ! 1, ε1 := ε1+δ ! 1,
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where a is are the amplitude of the internal wave, λ is the wavelength of
the surface wave and k0 the wavenumber of the carrier wave. We will also
choose 0 ă δ ă 1

2 .

We express the surface modes as quasi-monochromatic waves, which obey
a modulational Ansatz given after transformation by

#

µ1(x, t) = ε1?
2
ω1/2

1 (Dx)(v1(X, t)eik0x + v1(X, t)e´ik0x)

ζ1(x, t) = ε1?
2i

ω´1/2
1 (Dx)(v1(X, t)eik0x ´ v1(X, t)e´ik0x)

(6.12)

in new coordinates (µ1, ζ1, v1, v1), where v1 represents the envelope of the
surface mode.

6.2.1 Asymptotic Expansions of Symbols near k = 0

Using Lemma 6.2, we find the asymptotic expansion of ω2

ω2(εDX) =
g(1 ´ γ)|εDX| tanh(h1|εDX|)

1 + γ tanh(h1εDX)

= g(1 ´ γ)|εDX|

(
h1|εDX| ´

1
3
(h1|εDX|)3 +O(ε5)

)
¨

(
1 ´ γh1|εDX| + γ2h2

1|εDX|2 ´ γ
(
γ2 ´

1
3
)
h3|εDX|3 +O(ε4)

)
= ε2g(1 ´ γ)h1|DX|2 ´ ε3gγ(1 ´ γ)h2

1|DX|3

+ ε4g(1 ´ γ)(γ2 ´
1
3
)h3

1|DX|4 +O(ε5)

=: ε2 (ω
2)(2)

2
D2

X + ε3 (ω
2)(3)

6
D2

X|DX| + ε4 (ω
2)(4)

24
D4

X

+O(ε5), (6.13)

where γ = ρ1
ρ is the density ratio. The first three coefficients in the asymp-

totic expansion of ω2(εDX) are
$

’

’

&

’

’

%

(ω2)(2) = 2g(1 ´ γ)h1

(ω2)(3) = ´6gγ(1 ´ γ)h2
1

(ω2)(4) = 24g(1 ´ γ)
(
γ2 ´ 1

3

)
h3

1.

(6.14)
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Next, from Equation (4.25), we have

a+(D) =
´

?
ρ ´ ρ1G(0)

12
b(

ρG(0)
11 + (2ρ1 ´ ρ)G(0)

)
(G(0)

11 + G(0))
(6.15)

and the Taylor expansion of the symbol is

a+(k) =
a

1 ´ γ
csch(h1k)
coth(h1k)

´ γ
a

1 ´ γ
csch(h1k)

k coth2(h1k)
|k| +O(|k|2). (6.16)

By Lemma 6.2, when a+(D) is applied to the long-wave function µ(x) =
εrµ(X), where X = εx,

a+(Dx)µ = εa+(εDX)rµ(X)

= ε
a

1 ´ γrµ ´ ε2γ
a

1 ´ γh1|DX|rµ +O(ε3)

=: ε
(
(a+)(0) + ε(a+)(1)|DX|

)
rµ +O(ε3). (6.17)

Similarly, we have from Lemma 4.4,

b+(D) =
ρ1

ρ

(
Qa(D) +Qc(D)

Qb(D)

)
a+(D) =

ρ1(G
(0)
11 + G(0))

a

ρ1(ρ ´ ρ1)G
(0)
12

a+(D),

(6.18)

and thus b+(D) acting on rµ(X) is

b+(Dx)µ = εb+(εDX)rµ(X)

= ε

c

γ

1 ´ γ
(1 + h1ε|DX|)

a

1 ´ γ(1 ´ γεh1|DX|) +O(ε3)

= ε
?

γrµ + ε2?
γ(1 ´ γ)h1|DX|rµ +O(ε3)

=: ε
(
(b+)(0) + ε(b+)(1)|DX|

)
rµ +O(ε3). (6.19)

The coefficients defined in Equations (6.17) and (6.19) are
#

(a+)(0) =
a

1 ´ γ, (a+)(1) = ´γ
a

1 ´ γh1

(b+)(0) =
?

γ, (b+)(1) =
?

γ(1 ´ γ)h1.
(6.20)

6.2.2 Quadratic Terms of Hamiltonian in Rescaled Coordinates

The next step is to substitute these scalings and the modulational Ansatz
and perform the expansions of the Hamiltonian. This involves first replac-
ing multiplier ω(D) acting on long-scale functions rf (X) = f (εx) with
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ω(εDX) and ω1(D) acting on multiple scale functions of x and X with
ω1(k0 + εDX). Second, one finds the Taylor expansion of these Fourier mul-
tipliers using Lemma 6.3 and then, third, truncates at order O(ε4) to obtain
the expansion of the quadratic part of the Hamiltonian.

Now we write the leading, quadratic terms H(2) in the Hamiltonian in
rescaled variables (rζ, rµ, v1, v1) from our Benjamin-Ono and modulational
regimes.

Lemma 6.4. The quadratic part of the Hamiltonian in rescaled coordinates is

H(2) =

ż

R

[
´ ε

(ω2)(2)

4
(DXrζ)

2 + ε2 (ω
2)(3)

12
rζ(D2

X|DX|rζ)

+ ε3 (ω
2)(4)

48
rζ(D4

X
rζ) + εrµ2 +

ε2
1
ε

ω1(k0)|v1|2

+ ε2
1ω1

1(k0)v1(DXv1) + εε2
1

ω2
1(k0)

2
v1(D2

Xv1)

]
dX +O(ε4). (6.21)

Proof. Starting from the quadratic terms of the Hamiltonian H(2) given in
Equation (4.47), and applying Lemma 6.3 and Equation (6.14), we calculate

1
2

ż

R

[
ζω2(Dx)ζ + µ2] dx

=
1
2

ż

R

[
rζω2(εDX)rζ + (εrµ)2] dX

ε

=
1
2

ż

R

[
ε´1

rζ

(
ε2

2
(ω2)(2)D2

X +
ε3

6
(ω2)(3)D2

X|DX|

+
ε4

24
(ω2)(4)D4

X

)
rζ + εrµ2

]
dX +O(ε4)

=

ż

R

[
ε
(ω2)(2)

4
rζ(D2

X
rζ) + ε2 (ω

2)(3)

12
rζ(D2

X|DX|rζ)

+ ε3 (ω
2)(4)

48
rζ(D4

X
rζ) + εrµ2

]
dX +O(ε4)

=

ż

R

[
´ ε

(ω2)(2)

4
(DXrζ)

2 + ε2 (ω
2)(3)

12
rζ(D2

X|DX|rζ)

+ ε3 (ω
2)(4)

48
rζ(D4

X
rζ) + εrµ2

]
dX +O(ε4). (6.22)
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Next, applying Lemmas 6.1 and 6.3, as well as our modulational Ansatz
from Equation (6.12), we calculate

1
2

ż

R

[
ζ1ω2

1(Dx)ζ1 + µ2
1
]

dx

=
1
2

ż

R

[
´

ε2
1

2
(
v1eik0x ´ v1e´ik0x)(ω1(Dx)(v1eik0x ´ v1e´ik0x)

)
+

ε2
1

2
(
v1eik0x + v1e´ik0x)(ω1(Dx)(v1eik0x + v1e´ik0x)

)] dX
ε

=
1
2

ż

R

[
´

ε2
1

2ε

(
´ v1ω1(´k0 + εDX)v1 ´ v1ω1(k0 + εDX)v1

)
+

ε2
1
ε

(
v1ω1(´k0 + εDX)v1 + v1ω1(k0 + εDX)v1

)]
dX +O(ε2

1εN)

=
1
2

ż

R

[
2ε2

1
ε

v1
(
ω1(´k0) + εω1

1(´k0)DX +
ε2

2
ω2

1(´k0)D2
X
)
v1

+
ε2

1
ε

v1
(
ω1(k0) + εω1

1(k0)DX +
ε2

2
ω2

1(k0)D2
X
)
v1

]
dX +O(ε2ε2

1)

=

ż

R

[
ε2

1
ε

ω2
1(k0)|v1|2 + ε2

1ω1
1(k0)v1(DXv1) +

εε2
1ω2

1(k0)

2
v1(D2

Xv1)

]
dX

+O(ε2ε2
1). (6.23)

Combining Equations (6.22) and (6.23), we get the result.

6.2.3 The Momentum in Rescaled Coordinates

We calculate the momentum I in rescaled coordinates (rζ, rµ, v1, v1).

Lemma 6.5. The momentum I in rescaled coordinates is

I = ´

ż

R

iεrζ(DXrµ) ´
ε2

1
ε

k0|v1|2 ´
ε2

1
2
[
(DXv1)v1 + v1(DXv1)

]
dX

+O(ε2
1εN). (6.24)
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Proof. Applying Lemmas 6.1 and our modulational Ansatz from Equation
(6.12), we calculate

I = ´

ż

R

(ζBxµ + ζ1Bxµ1) dx

= ´

ż

R

[
εrζ(BXrµ) ´

ε2
1
ε

k0|v1|2 +
ε2

1
2i
[
v1(BXv1) ´ v1(BXv1)

]]
dX +O(ε2

1εN)

= ´

ż

R

iεrζ(DXrµ) ´
ε2

1
ε

k0|v1|2 ´
ε2

1
2
[
(DXv1)v1 + v1(DXv1)

]
dX

+O(ε2
1εN), (6.25)

completing the proof.

6.3 C U B I C T E R M S O F T H E H A M I LT O N I A N I N R E S C A L E D VA R I -
A B L E S

In view of Lemmas 6.1, 6.2 and 6.3 from the section on multiple scales, we
focus on calculating the relevant terms in the cubic terms of the Hamiltonian
H(3) in terms of rescaled variables (rµ, rζ, v1, v1), which are later used in the
derivation of the Benjamin-Ono and Schrödinger coupled system. In this
section, we prove the following proposition.

Proposition 6.6. The cubic part of the Hamiltonian H(3) in rescaled vari-
ables is

H(3) =

ż

R

[
ε2κrµ(DXrζ)

2 + ε2
1(κ1rµ + κ2BXrζ)|v1|2 + ε3κ3rµ(|DX|DXrζ)(DXrζ)

+ εε2
1(κ4rµ + κ5(BXrζ))

[
v1DXv1 + v1(DXv1)

]
+ εε2

1
(
κ6(|DX|rµ) + κ7(|DX|BXrζ)

)
|v1|2 + ε3κ8(|DX|rµ)(DXrζ)

2
]

dX

+O(ε4), (6.26)

in rescaled variables (rµ, rζ, v1, v1), where κ and κj, for j P t1, 2, 3, 4, 5, 6, 7, 8u,
only depend on physical parameters g, h1, ρ and ρ1. Their precise expres-
sions will be given in terms of heretofore undefined symbols in the proof at
the end of Section 6.3.
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6.3.1 Relevant Cubic Terms of the Hamiltonian in Variables (µ, µ1, ζ, ζ1)

The integrands of the relevant terms in Equation (5.39) are of the form
$

’

’

&

’

’

%

(m1(Dx)µ)(m2(Dx)ζ)2

(m1(Dx)µ)(m2(Dx)ζ1)
2

(m1(Dx)µ1)(m2(Dx)ζ)(m3(Dx)ζ1)

(6.27)

as the other terms can be omitted by the following application of Lemma
6.1. More specifically, in the scaling regime given by Equations (6.11) and
(6.12), the cubic terms of the Hamiltonian H(3) with integrands of the form

$

’

’

&

’

’

%

(m1(Dx)µ1)(m2(Dx)ζ)2

(m1(Dx)µ1)(m2(Dx)ζ1)
2

(m1(Dx)µ)(m2(Dx)ζ)(m3(Dx)ζ1)

(6.28)

are negligible, that is the integrals are of order À εN for each N.

Applying Lemmas 6.1, 6.2 and 6.3, we calculate for all N that
ż

R

(m1(Dx)µ1)(m2(Dx)ζ)
2 dx

=

ż

R

(
ε1

?
2
(m1ω1/2

1 )(Dx)
(
v1(X, t)eik0x + v1(X, t)e´ik0x)) (m2(Dx)ζ)

2 dx

=
ε1

?
2

ż

R

eik0x
(
(m1ω1/2

1 )(k0 + εDX)v1(X, t)
)
(m2(εDX)rζ)

2 dx + c.c.

=
ε1

?
2ε

(
k0

2π

ż 2π
k0

0
eik0x dx

)
ż

R

(
(m1ω1/2

1 )(k0 + εDX)v1

)
(m2(εDX)rζ)

2 dX

+ c.c. +O(ε1εN) À O(ε1εN). (6.29)
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Similarly, we find the asymptotics of integrals of the second type
ż

R

(m1(Dx)µ1)(m2(Dx)ζ1)
2 dx

=

ż

R

(
ε1

?
2
(m1ω1/2

1 )(Dx)
(
v1(X, t)eik0x + v1(X, t)e´ik0x))

¨

(
ε1

?
2i
(m2ω´1/2

1 )(Dx)(v1(X, t)eik0x ´ v1(X, t)e´ik0x)

)2

dx

=
´ε3

1

2
?

2

ż

R

(
eik0x((m1ω1/2

1 )(k0 + εDX)v1
)
+ e´ik0x((m1ω1/2

1 )(´k0 + εDX)v1
))

¨

(
eik0x((m2ω´1/2

1 )(k0 + εDX)v1
)

´ e´ik0x((m2ω´1/2
1 )(´k0 + εDX)v1

))2
dx

À O(ε1εN), (6.30)

since after simplification the only exponential terms to appear in the inte-
grand are e˘ik0x and e˘3ik0x. Lastly, we calculate
ż

R

(m1(Dx)µ)(m2(Dx)ζ)(m3(Dx)ζ1) dx

=

ż

R

(m1(Dx)µ)(m2(Dx)ζ)

¨

(
ε1

?
2i
(m3ω1)

´1/2(Dx)
(
v1(X, t)eik0x ´ v1(X, t)e´ik0x)) dx

=
εε1
?

2i

ż

R

eik0x(m1(εDX)rµ)(m2(εDX)rζ)
(
(m3ω1)

´1/2(k0 + εDX)v1(X, t)
)

+ c.c. À O(ε1εN). (6.31)

We have reduced the cubic part of the Hamiltonian to the relevant terms,
where we have eliminated those that are negligible by Lemma 6.1. This is
done methodically for each Rj, j P t1, 2, 3, 4, 5u as defined in Equation (5.22).
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Corollary 6.7. In the Benjamin-Ono scaling and modulational regime, the cubic
part of the Hamiltonian H(3) given in Equation (5.5) is

H(3)

=
´(ρ ´ ρ1)

2
a

g(ρ ´ ρ1)

ż

R

[
(b+µ)(A1ζ)2 + (b+µ)(B1ζ1)

2 + 2(b´µ1)(A1ζ)(B1ζ1)
]

dx

+
ρ1

2
?gρ1

ż

R

[
(a+µ)(A2ζ)2 + (a+µ)(B2ζ1)

2 + 2(a´µ1)(A2ζ)(B2ζ1)
]

dx

´
ρ

2
a

g(ρ ´ ρ1)

ż

R

[
(b+µ)(A3ζ)2 + (b+µ)(B3ζ1)

2 + 2(b´µ1)(A3ζ)(B3ζ1)
]

dx

+
ρ1

2
a

g(ρ ´ ρ1)

ż

R

[
[(b+µ)(A4ζ)2 + (b+µ)(B4ζ1)

2 + 2(b´µ1)(A4ζ)(B4ζ1)
]

dx

+
1

2ρ1
?gρ1

ż

R

[
(a+µ)(A5ζ)2 + (a+µ)(B5ζ1)

2 + 2(a´µ1)(A5ζ)(B5ζ1)
]

dx

+ h.o.t.

=: R1 + R2 + R3 + R4 + R5 + h.o.t. (6.32)

in normal variables, where we now relabel each Rj term from Equation (5.22).

Proof. This follows directly from Proposition 5.5 and from our calculation
of the negligible terms.

6.3.2 Action of Fourier Multipliers on Multiple Scale Functions

By Corollary 6.7, the first, second and third terms in the integrand of each
Rj in Equation (6.32) are of the form

(P(D)µ)(Q(D)ζ)2,

(P(D)µ)(R(D)ζ1)
2,

(P(D)µ1)(Q(D)ζ)(R(D)ζ1), (6.33)

respectively, where P(D), Q(D) and R(D) are all Fourier multipliers. In
the first two propositions, P(D) will be either a+(D) or b+(D), whose
expansions at k = 0 are given in Equations (6.17) and (6.19). The following
three propositions will allow us to expand, in powers of ε and ε1, terms of
each form that appears in Equation (6.33).

Proposition 6.8. Let P(Dx) and

Q(Dx) = Q(1)(Dx)Dx +Q(2)(Dx)|Dx|Dx, (6.34)
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where

Q(j)(εDX) =: Q(j,0) + εQ(j,1)|DX| +O(ε2) (6.35)

for j P t0, 1u, be Fourier multipliers. Then,

(P(Dx)µ)(Q(Dx)ζ)
2

= ε3P (0)(Q(1,0))2
rµ(DXrζ)

2

+ ε4P (1)(Q(1,0))2(|DX|rµ
)(

DXrζ)
2

+ 2ε4P (0)Q(1,0)(Q(1,1))rµ(DXrζ)
(
|DX|DXrζ

)
+ 2ε4P (0)Q(1,0)Q(2,0)

rµ(DXrζ)(|DX|DXrζ) +O(ε5). (6.36)

Proof. By Lemmas 6.2 and 6.3, we expand

(P(Dx)µ)(Q(Dx)ζ)
2

=
(
εP(εDX)rµ

)(
εQ(1)(εDX)DXrζ + ε2Q(2)(εDX)|DX|DXrζ

)2

=
(
εP (0)

rµ + ε2P (1)|DX|rµ
)

¨
(
ε2(Q(1,0))2(DXrζ)

2 + 2ε3Q(1,0)(DXrζ)
(
Q(1,1)|DX|DXrζ

)
+ 2ε3Q(1,0)Q(2,0)(DXrζ)(|DX|DXrζ)

)
+O(ε5), (6.37)

which after expansion yields the result.

Proposition 6.9. Let P(Dx) and R(Dx) be Fourier multipliers with R either
even or odd. Then,

(P(Dx)µ)(R(Dx)ζ1)
2

= (´1)jεε2
1P (0)(R2ω´1

1 )(k0)rµ|v1|2

+ (´1)jε2ε2
1P (1)(R2ω´1

1 )(k0)
(
|DX|rµ

)
|v1|2

+
ε2ε2

1
2

P (0)(R2ω´1
1 )1(k0)

[
v1(DXv1) + (DXv1)v1

]
+O(ε3ε2

1) (6.38)

with j = 0 if R is even and j = 1 if R is odd.
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Proof. By Lemmas 6.1, 6.2 and 6.3, we expand

(P(Dx)µ)(R(Dx)ζ1)
2

=
(
εP(εDX)rµ

)( ε1
?

2i
(Rω´1/2

1 )(εDX)(v1eik0x ´ v1e´ik0x)
)2

=
´εε2

1
2
(
P(εDX)rµ

)(
eik0x(Rω´1/2

1 )(k0 + εDX)v1

´ e´ik0x(Rω´1/2
1 )(´k0 + εDX)v1

)2

= εε2
1
(
P(εDX)rµ

)(
(Rω´1/2

1 )(k0 + εDX)v1
)(
(Rω´1/2

1 )(´k0 + εDX)v1
)

+O(εN)

= εε2
1
(
P (0)

rµ + εP (1)|DX|rµ
)

¨
(
(Rω´1/2

1 )(k0)v1 + ε(Rω´1/2
1 )1(k0)DXv1

)
¨
(
(Rω´1/2

1 )(´k0)v1 + ε(Rω´1/2
1 )1(´k0)DXv1

)
+O(ε3ε2

1), (6.39)

which after expansion completes the proof.

Proposition 6.10. Let P(Dx), R(Dx) and

Q(Dx) = Q(1)(Dx)Dx +Q(2)(Dx)|Dx|Dx, (6.40)

where

Q(j)(εDX) =: Q(j,0) + εQ(j,1)|DX| +O(ε2) (6.41)

for j P t0, 1u, be Fourier multipliers with P even and R odd. Then,

(P(Dx)µ1)(Q(Dx)ζ)(R(Dx)ζ1)

= ´εε2
1Q(1,0)(PR)(k0)(BXrζ)|v1|2 ´ ε2ε2

1(Q(1,1))(PR)(k0)
(
|DX|BXrζ

)
|v1|2

´ ε2ε2
1Q(2,0)(PR)(k0)(|DX|BXrζ)|v1|2

´
ε2ε2

1
2

Q(1,0)(PR)1(k0)(BXrζ)
[
v1(DXv1) + (DXv1)v1

]
+O(ε3ε2

1). (6.42)
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Proof. By Lemmas 6.1, 6.2 and 6.3, we expand

(P(Dx)µ1)(Q(Dx)ζ)(R(Dx)ζ1)

=
( ε1

?
2
(Pω1/2

1 )(εDX)(v1eik0x + v1e´ik0x)
)(
Q(εDX)rζ

)
¨
( ε1

?
2i
(Rω´1/2

1 )(εDX)(v1eik0x ´ v1e´ik0x)
)

= i
ε2

1
2
(
(Pω1/2

1 )(k0 + εDX)(v1)
)(
Q(εDX)rζ

)(
(Rω´1/2

1 )(´k0 + εDX)(v1)
)

´ i
ε2

1
2
(
(Pω1/2

1 )(´k0 + εDX)(v1)
)(
Q(εDX)rζ

)(
(Rω´1/2

1 )(k0 + εDX)(v1)
)

+O(εN)

= ´
ε2

1
2
(
(PR)(k0)|v1|2

)(
εQ(1,0)BXrζ + ε2Q(1,1)|DX|Bxrζ + ε2Q(2,0)(|DX|BXrζ)

)
´

ε2
1

2
(
(Pω1/2

1 )(k0)v1
)(

εQ(1,0)BXrζ
)(

ε(Rω´1/2
1 )1(k0)DXv1

)
´

ε2
1

2
(
(PR)(k0)|v1|2

)(
εQ(1,0)BXrζ + ε2Q(1,1)|DX|Bxrζ + ε2Q(2,0)(|DX|BXrζ)

)
´

ε2
1

2
(
ε(Pω1/2

1 )1(k0)DXv1
)(

εQ(1,0)BXrζ
)(
(Rω´1/2

1 )(k0)v1
)

+O(ε3ε2
1), (6.43)

which after simplification yields the result.

6.3.3 Cubic Terms of the Hamiltonian in Rescaled Variables

Using Lemmas 6.8, 6.9 and 6.10 and the above equations, we calculate the
contributions of each Rj to the cubic part of the Hamiltonian truncated to
order O(ε4).

Proposition 6.11. The cubic terms in the Hamiltonian from R1 simplify to

R1 = ´
1
4

?
ρ ´ ρ1
?g

ż

R

[
2εε2

1(b
+)(0)(B2

1ω´1
1 )(k0)rµ|v1|2

+ 2ε2ε2
1(b

+)(1)(B2
1ω´1

1 )(k0)
(
|DX|rµ

)
|v1|2

+ ε2ε2
1(b

+)(0)(B2
1ω´1

1 )1(k0)rµ
[
(DXv1)v1 + v1(Dv1)

]] dX
ε

+O(ε4) (6.44)

in rescaled variables.
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Proof. From Equation (6.32), we have

R1 = ´
ρ ´ ρ1

2
a

g(ρ ´ ρ1)

ż

R

(b+µ ´ b´µ1) (A1ζ ´ B1ζ1)
2 dx

= ´
ρ ´ ρ1

2
a

g(ρ ´ ρ1)

ż

R

[
(b+µ)(A1ζ)2 + (b+µ)(B1ζ1)

2

+ 2(b´µ1)(A1ζ)(B1ζ1)
]

dx +O(εN), (6.45)

Using the relation, (G(0)
11 )2 ´ (G(0)

12 )2 = (G(0))2, we simplify the symbols A1

and B1. The symbols for the first term simplify to

A1 =
a+?gρ1(G

(0)
11 + G(0))

´G(0)
12 (ρG(0)

11 + ρ1G(0))
(G(0))2 (6.46)

and

B1 =
a+?g(ρ1G(0) + (2ρ1 ´ ρ)G(0)

11 )
?

ρ ´ ρ1B0
G(0). (6.47)

Also, define A1ζ =: A(2)
1 |Dx|2ζ = ε2A(2)

1 D2
X
rζ, where

A(2)
1 =

a+?gρ1(G
(0)
11 + G(0))

´G(0)
12 (ρG(0)

11 + ρ1G(0))
. (6.48)

Since A(2)
1 and b+ are even, we apply Proposition 6.8 for P = b+, Q(1) = 0

and Q(2) = A(2)
1 and deduce that

(b+µ)(A(2)
1 D2

xζ)2 „ O(ε5). (6.49)

Next, applying Lemma 6.9, we expand the first cross-term where B1 is even

(b+µ)(B1ζ1)
2

= εε2
1(b

+)(0)(B2
1ω´1

1 )(k0)rµ|v1|2

+ ε2ε2
1(b

+)(1)
(
|DX|rµ

)
(B2

1ω´1
1 )(k0)|v1|2

+
ε2ε2

1
2

(b+)(0)rµ(B2
1ω´1

1 )1(k0)
[
(DXv1)v1 + v1(DXv1)

]
+O(ε3ε2

1). (6.50)
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To expand the last term in the first integrand, first observe that B1 is even
– not odd – and so Proposition 6.10 is not applicable. Rather, applying
Lemma 6.3 and noting Q(1) = A(1)

1 = 0, the cross-term is

(b´µ1)(A1ζ)(B1ζ1)

= ´
ε2

1
2i
(b´ω1/2

1 )(Dx)(v1eik0x + c.c.)(A(2)
1 D2

xζ)(B1ω´1/2
1 )(Dx)(v1eik0x ´ c.c.)

= +
ε2

1
2i
(
ε2A(2)

1 (εDX)D2
X
rζ
)(
(b´ω1/2

1 )(k0 + εDX)v1
)(
(B1ω´1/2

1 )(´k0 + εDX)v1
)

´
ε2

1
2i
(
ε2A(2)

1 (εDX)D2
X
rζ
)
((b´ω1/2

1 )(´k0 + εDX)v1)
(
(B1ω´1/2

1 )(k0 + εDX)v1
)

+O(ε2
1εN)

=
ε2

1ε2

2i
(
A(2)

1 (εDX)D2
X
rζ
)[
(b´ω1/2

1 )(k0)(B1ω´1/2
1 )(´k0)

´ (b´ω1/2
1 )(´k0)(B1ω´1/2

1 )(´k0)
]
+O(ε3ε2

1) À O(ε3ε2
1). (6.51)

Combining terms, the proposition directly follows.

Proposition 6.12. The cubic terms in the Hamiltonian from R2 simplify to

R2 =
1
4

?
ρ1

?g

ż

R

[
2εε2

1(a+)(0)(B2
2ω´1

1 )(k0)rµ|v1|2

+ 2ε2ε2
1(a+)(1)(B2

2ω´1
1 )(k0)

(
|DX|rµ

)
|v1|2

+ ε2ε2
1(a+)(0)(B2

2ω´1
1 )1(k0)rµ

[
(Dv1)v1 + (Dv1)v1

]] dX
ε

+O(ε4) (6.52)

in rescaled variables.

Proof. The proof is similar to that of Proposition 6.11. Again we reduce the
symbols A2 and B2 to

$

’

&

’

%

A2 = a+g(ρ´ρ1)
?gρ1(ρG(0)

11 +ρ1G(0))
(G(0))2

B2 =
a+g
(
(G(0)

11 +G(0))(ρG(0)+ρ1G(0)
11 )´(ρ´ρ1)G

(0)
12

)
?

g(ρ´ρ1)(ρG(0)
11 +ρ1G(0))

G(0).
(6.53)

and define A2ζ =: A(2)
2 D2

xζ = ε2A(2)
2 D2

X
rζ, where

A(2)
2 :=

a+g(ρ ´ ρ1)
?gρ1(ρG(0)

11 + ρ1G(0))
. (6.54)



6.3 C U B I C T E R M S O F T H E H A M I LT O N I A N I N R E S C A L E D VA R I A B L E S 54

A direct application of Lemmas 6.8 and 6.9 informs us that

(a+µ)(A2ζ)2 „ O(ε5), (6.55)

(a+µ)(B2ζ1)
2 = εε2

1(a+)(0)rµ(B2
2ω´1

1 )(k0)|v1|2

+ ε2ε2
1
(
(a+)(1)|DX|rµ

)
(B2

2ω´1
1 )(k0)|v1|2

+
ε2ε2

1
2

(a+)(0)rµ(B2
2ω´1

1 )1(k0)
[
(DXv1)v1 + v1(DXv1)

]
+O(ε3ε2

1), (6.56)

and lastly, similar to our calculation in R1, we have

(a´µ1)(A2ζ)(B2ζ1) „ O(ε3ε2
1). (6.57)

Reading R2 from Equation (6.32) and combining terms, we get the desired
result.

Proposition 6.13. The cubic terms in the Hamiltonian from R3 reduce to

R3 =
ρ

4
a

g(ρ ´ ρ1)

ż

R

[
2εε2

1(b
+)(0)(B2

3ω´1
1 )(k0)rµ|v1|2

+ 2ε2ε2
1(b

+)(1)(B2
3ω´1

1 )(k0)
(
|DX|rµ

)
|v1|2

+ ε2ε2
1(b

+)(0)(B2
3ω´1

1 )1(k0)rµ
[
(DXv1)v1 + v1(DXv1)

]
+ 4ε2ε2

1A
(2,0)
3 (b´B3)(k0)(|DX|BXrζ)|v1|2

] dX
ε

+O(ε4) (6.58)

in rescaled coordinates.

Proof. We reduce the symbols A3 and B3 to
$

’

&

’

%

A3 =
a+?gρ1(G

(0)
11 +G(0))

´G(0)
12 (ρG(0)

11 +ρ1G(0))
DG(0)

B3 =
a+?g(ρ1G(0)+(2ρ1´ρ)G(0)

11 )
?

ρ´ρ1B0
D

(6.59)

and define A3ζ =: A(2)
3 |Dx|Dxζ = ε2A(2)

3 |DX|DXrζ, where

A(2)
3 =

a+?gρ1(G
(0)
11 + G(0))

´G(0)
12 (ρG(0)

11 + ρ1G(0))
. (6.60)

Again, applying Propositions 6.8, 6.9 and 6.10, we get

(b+µ)(A3ζ)2 „ O(ε5) (6.61)
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as well as the two cross-terms

(b+µ)(B3ζ1)
2 = ´εε2

1(b
+)(0)(B2

3ω´1
1 )(k0)rµ|v1|2

´ ε2ε2
1(b

+)(1)
(
|DX|rµ

)
(B2

3ω´1
1 )(k0)|v1|2

´
ε2ε2

1
2

(b+)(0)(B2
3ω´1

1 )1(k0)rµ
[
(DXv1)v1 + v1(DXv1)

]
+O(ε3ε2

1) (6.62)

and

(b´µ1)(A3ζ)(B3ζ1)

= ´ε2ε2
1
(
A(2,0)

3 |DX|BXrζ
)
(b´B3)(k0)|v1|2 +O(ε3ε2

1). (6.63)

Combining terms, the result directly follows.

Proposition 6.14. The cubic terms in the Hamiltonian from R4 simplify to

R4 =
ρ1

4
a

g(ρ ´ ρ1)

ż

R

[
2ε3(b+)(0)(A(1,0)

4 )2
rµ(DXrζ)

2

+ 2ε4(b+)(1)(A(1,0)
4 )2(|DX|rµ

)
(DXrζ)

2

+ 4ε4(b+)(0)A(1,0)
4 A(1,1)

4 rµ
(
|DX|DXrζ

)
(DXrζ)

´ 2εε2
1(b

+)(0)(B2
4ω´1

1 )(k0)rµ|v1|2 ´ 2ε2ε2
1(b

+)(1)(B2
4ω´1

1 )(k0)
(
|DX|rµ

)
|v1|2

´ 4εε2
1A

(1,0)
4 (b´B4)(k0)(BXrζ)|v1|2 ´ 4ε2ε2

1A
(1,1)
4 (b´B4)(k0)

(
|DX|BXrζ

)
|v1|2

´ ε2ε2
1(b

+)(0)(B2
4ω´1)1(k0)rµ[(Dv1)v1 + v1(Dv1)]

+ 4ε4(b+)(0)A(1,0)
4 A(2,0)

4 rµ(DXrζ)(|DX|DXrζ)

´ 4ε2ε2
1A

(2,0)
4 (b´B4)(k0)(|DX|BXrζ)|v1|2

´ 2ε2ε2
1A

(1,0)
4 (b´B4)

1(k0)(BXrζ)
[
(Dv1)v1 + v1(Dv1)

]] dX
ε

+O(ε4) (6.64)

in rescaled coordinates.

Proof. We define

A4 := A(1)
4 Dx +A(2)

4 |Dx|Dx (6.65)

and read the symbols

A(1)
4 := ´

ρ

ρ1
a+

?
gρ1B´1

0 G(0)
12 (6.66)
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and

A(2)
4 := b+

b

g(ρ ´ ρ1)B´1
0 . (6.67)

Applying Proposition 6.8 with P = b+, Q(1) = A(1)
4 and Q(2) = A(2)

4 , we
compute

(b+µ)(A4ζ)2

= ε3(b+)(0)(A(1,0)
4 )2

rµ(DXrζ)
2

+ ε4(A(1,0)
4 )2((b+)(1)|DX|rµ

)
(DXrζ)

2

+ 2ε4(b+)(0)A(1,0)
4 A(1,1)

4 rµ(DXrζ)
(
|DX|DXrζ

)
+ 2ε4(b+)(0)A(1,0)

4 A(2,0)
4 rµ(DXrζ)(|DX|DXrζ) +O(ε5). (6.68)

Next, we apply Proposition 6.9 to get

(b+µ)(B4ζ1)
2

= ´εε2
1(b

+)(0)rµ(B2
4ω´1

1 )(k0)|v1|2

´ ε2ε2
1(b

+)(1)(B2
4ω´1

1 )(k0)
(
|DX|rµ

)
|v1|2

´
εε2

1
2
(b+)(0)rµ(B2

4ω´1)1(k0)[(DXv1)v1 + v1(DXv1)] +O(ε3ε2
1), (6.69)

and lastly, by Proposition 6.10, we calculate

(b´µ1)(A4ζ)(B4ζ1)

= ´εε2
1A

(1,0)
4 (b´B4)(k0)(BXrζ)|v1|2

´ ε2ε2
1A

(1,1)
4 (b´B4)(k0)

(
|DX|BXrζ

)
|v1|2

´ ε2ε2
1A

(2,0)
4 |DX|BXrζ)(b´B4)(k0)|v1|2

´
ε2ε2

1
2

A(1,0)
4 (b´B4)

1(k0)(BXrζ)
[
(DXv1)v1 + v1(DXv1)

]
+O(ε3ε2

1), (6.70)

which completes the proof.
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Proposition 6.15. The cubic terms in the Hamiltonian from R5 simplify to

R5 =
1

4ρ1
?gρ1

ż

R

[
2ε3a+(0)(A(1,0)

5 )2
rµ(DXrζ)

2

+ 2ε4(a+)(1)(A(1,0)
5 )2(|DX|rµ

)
(DXrζ)

2

+ 4ε4(a+)(0)A(1,0)
5 A(1,1)

5

(
|DX|DXrζ

)
rµ(DXrζ)

´ 2εε2
1(a+)(0)(B2

5ω´1
1 )(k0)rµ|v1|2 ´ 2ε2ε2

1(a+)(1)(B2
5ω´1

1 )(k0)
(
|DX|rµ

)
|v1|2

´ 4εε2
1A

(1,0)
5 (a´B5)(k0)(DXrζ)|v1|2 ´ 4ε2ε2

1A
(1,1)
5 (a´B5)(k0)

(
|DX|BXrζ

)
|v1|2

´ ε2ε2
1(a+)(0)(B5ω´1

1 )1(k0)rµ
[
(DXv1)v1 + v1(DXv1)

]
´ 2ε2ε2

1A
(1,0)
5 (a´B5)

1(k0)(BXrζ)
[
(DXv1)v1 + v1(DXv1)

]] dX
ε

+O(ε4) (6.71)

in rescaled variables.

Proof. First define A5 := A(1)
5 DX +A(2)

5 |DX|DX, where

A(1)
5 = ´

?
gρ1a+(D) (6.72)

and A(2)
5 = 0. Then, applying Lemmas 6.8, 6.9 and 6.10, we simplify the

terms

(a+µ)(A5ζ)2 = ε3(a+)(0)(A(1)
5 (0))2

rµ(DXrζ)
2

+ ε4(a+)(1)(A(1,0)
5 )2(|DX|rµ

)
(DXrζ)

2

+ 2ε4(a+)(0)A(1,0)
5 A(1,1)

5 rµ(DXrζ)
(
|DX|DXrζ

)
+O(ε5), (6.73)

(a+µ)(B5ζ1)
2

= ´εε2
1(a+)(0)rµ(B2

5ω´1
1 )(k0)|v1|2

´ ε2ε2
1(a+)(1)(B2

5ω´1
1 )(k0)

(
|DX|rµ

)
|v1|2

´
ε2ε2

1
2

(a+)(0)(B2
5ω´1

1 )1(k0)rµ
[
(DXv1)v1 + v1(DXv1)

]
+O(ε3ε2

1),

(6.74)
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and lastly

(a´µ1)(A5ζ)(B5ζ1)

= ´εε2
1A

(1,0)
5 (a´B5)(k0)(DXrζ)|v1|2

´ ε2ε2
1A

(1,1)
5 (a´B5)(k0)

(
|DX|BXrζ

)
|v1|2

´
ε2ε2

1
2

A(1,0)
5 (a´B5)

1(k0)(BXrζ)
[
(DXv1)v1 + v1(DXv1)

]
+O(ε3ε2

1), (6.75)

which completes the proof.

Adding all of these contributions from each Rj term together, we find the
cubic part of the Hamiltonian truncated at order O(ε4) in rescaled variables
in the Benjamin-Ono scaling regime.

Proof of Proposition 6.6. This follows directly from Propositions 6.11, 6.12,
6.13, 6.14 and 6.15.

We group the relevant terms of the cubic terms of the Hamiltonian H(3)

from Equation (6.26), writing the coefficients explicitly

κ =
ρ1

2
a

g(ρ ´ ρ1)
(b+)(0)(A(1,0)

4 )2 +
1

2ρ1
?gρ1

(a+)(0)(A(1,0)
5 )2

=

a

g(1 ´ γ)

2
?

ρ1
, (6.76)

κ1 = ´
1
2

d

ρ ´ ρ1

g
(b+)(0)(B2

1ω´1
1 )(k0) +

1
2

c

ρ1

g
(a+)(0)(B2

2ω´1
1 )(k0)

+
ρ

2
a

g(ρ ´ ρ1)
(b+)(0)(B2

3ω´1
1 )(k0) ´

ρ1

2
a

g(ρ ´ ρ1)
(b+)(0)(B2

4ω´1
1 )(k0)

´
1

2ρ1
?gρ1

(a+)(0)(B2
5ω´1

1 )(k0), (6.77)

κ2 = ´
ρ1

a

g(ρ ´ ρ1)
A(1)

4 (0)(b´B4)(k0) ´
1

ρ1
?gρ1

A(1)
5 (0)(a´B5)(k0)

=
?

γ(b´B4)(k0) +

a

1 ´ γ

ρ1
(a´B5)(k0), (6.78)
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κ3 =
ρ1

a

g(ρ ´ ρ1)
(b+)(0)A(1,0)

4 (A(2,0)
4 +A(1,1)

4 ) +
1

ρ1
?gρ1

(a+)(0)A(1,0)
5 A(1,1)

5

=
ρ1

a

g(ρ ´ ρ1)

?
γ

a

g(1 ´ γ)
?

ρ1

(
´

a

g(1 ´ γ)
?

ρ1
γh1

)

+
1

ρ1
?gρ1

a

1 ´ γ

(
´

b

gρ1(1 ´ γ)

)(
b

gρ1(1 ´ γ)γh1

)
=

´
a

g(1 ´ γ)γh1
?

ρ1
, (6.79)

κ4 = ´

?
ρ ´ ρ1

4
?g

(b+)(0)(B2
1ω´1

1 )1(k0) +

?
ρ1

4
?g

(a+)(0)(B2
2ω´1

1 )1(k0)

+
ρ

a

4g(ρ ´ ρ1)
(b+)(0)(B2

3ω´1
1 )1(k0) ´

ρ1

4
a

g(ρ ´ ρ1)
(b+)(0)(B2

4ω´1)1(k0)

´
1

4ρ1
?gρ1

(a+)(0)(B2
5ω´1

1 )1(k0), (6.80)

κ5 = ´
ρ1

2
a

g(ρ ´ ρ1)
A(1,0)

4 (b´B4)
1(k0) ´

1
2ρ1

?gρ1
A(1,0)

5 (a´B5)
1(k0),

(6.81)

κ6 =
´

?
ρ ´ ρ1

2
?g

(b+)(1)(B2
1ω´1

1 )(k0) +

?
ρ1

2
?g

(a+)(1)(B2
2ω´1

1 )(k0)

+
ρ

2
a

g(ρ ´ ρ1)
(b+)(1)(B2

3ω´1
1 )(k0) ´

ρ1

2
a

g(ρ ´ ρ1)
(b+)(1)(B2

4ω´1
1 )(k0)

´
1

2ρ1
?gρ1

(a+)(1)(B2
5ω´1

1 )(k0), (6.82)

κ7 =
ρ

a

g(ρ ´ ρ1)
A(2,0)

3 (b´B3)(k0) ´
ρ1

a

g(ρ ´ ρ1)
(A(2,0)

4 +A(1,1)
4 )(b´B4)(k0)

´
1

ρ1
?gρ1

A(1,1)
5 (a´B5)(k0), (6.83)
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and

κ8 =
ρ1

2
a

g(ρ ´ ρ1)
(b+)(1)(A(1,0)

4 )2 +
1

2ρ1
?gρ1

(a+)(1)(A(1,0)
5 )2

=
ρ1

2
a

g(ρ ´ ρ1)
(
?

γ(1 ´ γ)h1)

(
g(1 ´ γ)

ρ1

)
+

1
2ρ1

?gρ1
(´γ

a

1 ´ γh1)
(

gρ1(1 ´ γ)
)

= 0, (6.84)

respectively, which completes the proof.



7
T H E C O U P L E D
B E N J A M I N - O N O A N D
S C H R Ö D I N G E R S Y S T E M

7.1 T R A N S F O R M AT I O N T H E O RY

As a prelude to the derivation of the coupled system, we develop the
necessary transformation theory. We start with Hamilton’s equations from
the water wave problem in normal coordinates from Lemma 4.8

Bt


µ

ζ

µ1

ζ1

 ” J∇H =


0 1 0 0

´1 0 0 0
0 0 0 1
0 0 ´1 0




δµH
δζ H
δµ1 H
δζ1 H

 . (7.1)

We can also express the Hamiltonian both without and with scaled coordi-
nates in the forms H[µ, ζ, µ1, ζ1]x and rH[rµ, rζ, v1, v1]X, where we integrate
with respect to x and long-wave variable X = εx, respectively. Now we
prove two short lemmas with respect to the symplectic structure of the
Hamiltonian.

Lemma 7.1. Hamilton’s equations and the symplectic map for (rµ, rζ) are given by

Bt

(
rµ
rζ

)
=

(
0 1

´1 0

)(
δ
rµ
rH

δ
rζ
rH

)
. (7.2)

Proof. First we let ( f , g)x =
ş

R
f g dx and ( f , g)X =

ş

R
f g dX. Next, under

the Benjamin-Ono scaling, rζ(X) = ζ(x) and rv(X) = v(x), we verify

(δζ H, v)x = lim
δÑ0+

1
δ
(H[µ, ζ + δv, µ1, ζ1]x ´ H[µ, ζ, µ1, ζ1]x)

= lim
δÑ0+

1
δ
( rH[rµ, rζ + δrv, v1, v1]X ´ rH[rµ, rζ, v1, v1]X)

= (δ
rζ
rH, rv)X

= ε(δ
rζ
rH, v)x, (7.3)

61
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whence δζ H = εδ
rζ
rH. Under the modulational Ansatz, we calculate

Btrµ = ε´1Btµ = ε´1δζ H = δ
rζ
rH. (7.4)

Similarly, we use the Benjamin-Ono scaling µ(x) = εrµ(X) and v(x) =

εrv(X) to check

(δµH, v)x = (δ
rµ
rH, rv)X = (δ

rµ
rH, v)x, (7.5)

whence δµH = δ
rµ
rH. Then, again under the modulational Ansatz, we calcu-

late

Btrζ = Btζ = ´δµH = ´δ
rµ
rH, (7.6)

which completes the proof.

Lemma 7.2. Hamilton’s equations and the symplectic map for (v1, v1) are given
by

Bt

(
v1

v1

)
=

(
0 ´iεε´2

1
iεε´2

1 0

)(
δv1

rH
δv1

rH

)
. (7.7)

Proof. As in Lemma 7.1, we use the inverse of the Benjamin-Ono scaling
from Equation (6.12),

$

&

%

v1(X, t) = 1?
2ε1

e´ik0x
(

1?
ω1

µ1 + i
?

ω1ζ1

)
v1(X, t) = 1?

2ε1
eik0x

(
1?
ω1

µ1 ´ i
?

ω1ζ1

)
,

(7.8)

as well as the modulational scaling given by µ1(x) = Ăµ1(X), ζ1(x) = rζ1(X)

and v(x) = rv(X) to check

#

(δµ1 H, v)x = (δ
Ăµ1
rH, rv)X = ε(δµ1 H, v)x

(δζ1 H, v)x = (δ
rζ1
rH, rv)X = ε(δζ1 H, v)x.

(7.9)
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Finally, we perform the modulational Ansatz

Bt

(
v1

v1

)
=

(
Bv1
Bµ1

Bv1
Bζ1

Bv1
Bµ1

Bv1
Bζ1

)
Bt

(
Ăµ1
rζ1

)

=

(
Bv1
Bµ1

Bv1
Bζ1

Bv1
Bµ1

Bv1
Bζ1

)(
0 ε

´ε 0

)(
δ
Ăµ1
rH

δ
rζ1
rH

)

=

(
Bv1
Bµ1

Bv1
Bζ1

Bv1
Bµ1

Bv1
Bζ1

)(
0 ε

´ε 0

)( Bv1
Bµ1

Bv1
Bµ1

Bv1
Bζ1

Bv1
Bζ1

)(
δv1

rH
δv1

rH

)

=

(
0 ´iεε´2

1
iεε´2

1 0

)(
δv1

rH
δv1

rH

)
, (7.10)

which completes the proof.

Finally, we derive Hamilton’s equations of motion with respect to variables
rµ and ru := BXrζ, the latter of which measures the horizontal shear velocity.

Lemma 7.3. Hamilton’s equations and the symplectic map for transformed vari-
ables (rµ, ru := BXrζ) satisfy

Bt

(
rµ
ru

)
=

(
0 ´BX

´BX 0

)(
δ
rµ
rH

δ
ru
rH

)
. (7.11)

Proof. Using Lemma 7.2, we readily calculate

Btru = BX(Btrζ) = ´BX(δ
rµ
rH). (7.12)

Letting H denote the rescaled Hamiltonian in rµ, rζ and long-wave variable
X, we use the scaling rv(X) = BXv(X) to check

(δ
rζ
H, v)X = (δ

ru
rH, rv)X = (δ

ru
rH, BXv)X = ´(BXδ

ru
rH, v)X, (7.13)

whence δ
rζ
H = ´BXδ

ru
rH. Finally, we calculate

Btrµ = δ
rζ
H = ´BXδ

ru
rH, (7.14)

which completes the proof.
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7.2 R E S O N A N C E C O N D I T I O N

We define modified Hamiltonian

pH = H ´ cI ´
ε2

1
ε
(ω1(k0) ´ ck0)M, (7.15)

where the L2 norm

M :=
ż

R

|v1|2 dX (7.16)

is also a conserved quantity of the system. This can be readily verified by
showing that the Poisson commutator tM, H ´ cIu = 0 and so the Hamil-
tonian dynamics for this new quantity are preserved. Next we calculate
quantity

H(2) ´ cI ´
ε2

1
ε
(ω1(k0) ´ ck0)M, (7.17)

in which we temporarily omit the cubic contribution H(3), in the rescaled
variables.

Lemma 7.4. The quantity H(2) ´ cI ´
ε2

1
ε (ω1(k0) ´ ck0)M is

H(2) ´ cI ´
ε2

1
ε
(ω1(k0) ´ ck0)M

=

ż

R

[
ε
(ω2)(2)

4

[
2rµ2

(ω2)(2)

(
1 ´

2c2

(ω2)(2)

)
´

(
DXrζ +

2icrµ
(ω2)(2)

)2
]

+ ε2 (ω
2)(3)

12
rζ(D2

X|DX|rζ) + ε3 (ω
2)(4)

48
rζ(D4

X
rζ)

+
ε2

1
2
(ω1

1(k0) ´ c)
[
(DXv1)v1 + v1(DXv1)

]
+

εε2
1

2
ω2

1(k0)v1(D2
Xv1)

]
dX +O(ε4) (7.18)

in the rescaled variables for the Benjamin-Ono and modulational regimes.
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Proof. We add the two components from Lemmas 6.4 and 6.5

H(2) ´ cI ´
ε2

1
ε
(ω1(k0) ´ ck0)M

=

ż

R

[
´ ε

(ω2)(2)

4
(DXrζ)

2 + ε2 (ω
2)(3)

12
rζ(D2

X|DX|rζ) + ε3 (ω
2)(4)

48
rζ(D4

X
rζ)

+ εrµ2 +
ε2

1
ε

ω1(k0)|v1|2 + ε2
1ω1

1(k0)v1(DXv1) + ε2
1ε

ω2
1(k0)

2
v1(D2

Xv1)

+ icεrζ(DXrµ) ´
cε2

1
ε

k0|v1|2 ´
cε2

1
2
[
(DXv1)v1 + v1(DXv1)

]
´

ε2
1
ε
(ω1(k0) ´ c0k0)|v1|2

]
dX +O(ε4)

=

ż

R

[
´ ε

(ω2)(2)

4
(DXrζ)

2 + ε2 (ω
2)(3)

12
rζ(D2

X|DX|rζ) + ε3 (ω
2)(4)

48
rζ(D4

X
rζ)

+ εrµ2 ´ icε(DXrζ)rµ +
ε2

1
2
(ω1

1(k0) ´ c)
[
(DXv1)v1 + v1(DXv1)

]
+

εε2
1

2
ω2

1(k0)v1(D2
Xv1)

]
dX +O(ε4), (7.19)

which, after some algebraic manipulation, yields the result.

The equation for this modified Hamiltonian pH can be simplified with the
choice of

c = c0 =

d

(ω2)(2)

2
(7.20)

and wavenumber k0 such that

ω1
1(k0) = c0, (7.21)

which can be interpreted as the resonant condition between the internal
and surface modes that occurs when both the group velocity ω1

1(k0) and
the phase velocity c0 coincide.

Lemma 7.5. The constants c0 and k0 satisfying Equations (7.20) and (7.21) are

c0 =
b

g(1 ´ γ)h1 ; k0 =
1

4h1(1 ´ γ)
, (7.22)

where γ = ρ1
ρ is the density ratio.
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Proof. Using Equation (6.14), we calculate

c2
0 =

1
2
(ω2)(2) = g(1 ´ γ)h1 (7.23)

as well as

ω1
1(k0) =

?g
2
?

k0
= c0 =

b

g(1 ´ γ)h1 ùñ k0 =
1

4h1(1 ´ γ)
, (7.24)

which completes the derivation.

Using the resonance criteria from Equations (7.20) and (7.21), we simplify
the modified Hamiltonian pH.

Corollary 7.6. The modified Hamiltonian pH = H ´ c0 I ´
ε2

1
ε (ω1(k0) ´ c0k0)M

is

pH = H ´ c0 I ´
ε2

1
ε
(ω1(k0) ´ c0k0)M

=

ż

R

[
ε

2

(
rµ ´ c0BXrζ

)2
+ ε2 (ω

2)(3)

12
(BXrζ)(|DX|BXrζ)

+ ε3 (ω
2)(4)

48
rζ(D4

X
rζ) +

εε2
1

2
ω2

1(k0)v1(D2
Xv1) + ε2κrµ(DXrζ)

2

+ ε2
1(κ1rµ + κ2BXrζ)|v1|2 + ε3κ3rµ(|DX|DXrζ)(DXrζ)

+ εε2
1(κ4rµ + κ5(BXrζ))

[
v1DXv1 + v1(DXv1)

]
+ εε2

1
(
κ6(|DX|rµ) + κ7(|DX|BXrζ)

)
|v1|2 + ε3κ8(|DX|rµ)(DXrζ)

2
]

dX

+O(ε4) (7.25)

in the rescaled variables for the Benjamin-Ono and modulational regimes.

7.3 H A M I LT O N I A N I N C H A R A C T E R I S T I C VA R I A B L E S

We examine the dynamics of the system in the principal direction of propa-
gation. To do this, we adopt characteristic variables

(
r
s

)
=

 1?
2c0

b

c0
2

1?
2c0

´

b

c0
2

(rµ
ru

)
=: O

(
rµ
ru

)
, (7.26)

where ru = BXrζ, and r(X, t) and s(X, t) are the principally right-moving
and left-moving parts of the solution, respectively. One may focus on the
portion of the phase space in which s = O(ε2) and where the wave propa-
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gates primarily to the right.

We effect the change of variables in Equation (7.26) to obtain the modi-
fied Hamiltonian pH in characteristic coordinates.

Proposition 7.7. The modified Hamiltonian pH is

pH =

ż

R

(ω2)(3)

24c0
ε2r(|DX|r) ´

(ω2)(4)

96c0
ε3r(B2

Xr)

´
1
2

εε2
1ω2

1(k0)v1(B
2
Xv1) ´ κε2 1

2
?

2c0
r3

+ ε2
1

(
κ1

c

c0

2
+ κ2

1
?

2c0

)
r|v1|2 ´ (κ3 + κ8)

1
2
?

2c0
ε3r2(|DX|r)

+ εε2
1

(
κ4

c

c0

2
+ κ5

1
?

2c0

)
r
[
v1(DXv1) + v1(DXv1)

]
+ εε2

1

(
κ6

c

c0

2
+ κ7

1
?

2c0

)
(|DX|r)|v1|2 dX +O(ε4) (7.27)

in characteristic variables (r, s, v1, v1).

Proof. Since

s =
1

?
2c0

rµ ´

c

c0

2
ru „ O(ε2), (7.28)

it follows that

r =
1

?
2c0

rµ +

c

c0

2
ru =

d

2
c0
rµ +O(ε2). (7.29)

This follows directly from the substitution of characteristic variables r and
s into Corollary 7.6.

Next we find the symplectic map J and Hamilton’s equations of motion in
the characteristic variables, r and s.

Proposition 7.8. Hamilton’s equations and the symplectic map for charac-
teristic variables (r, s) are given by

d
dt


r
s

v1

v1

 =


´BX 0 0 0

0 BX 0 0
0 0 0 ´iε´1´2δ

0 0 iε´1´2δ 0




δr pH
δs pH
δv1

pH
δv1

pH

 , (7.30)

where pH is the modified Hamiltonian given in Equation (7.27).
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Proof. This follows readily from Lemma 7.3, since the change of variables
matrix is orthogonal and so

Bt

(
r
s

)
= O

(
0 ´BX

´BX 0

)
OT

(
δr pH
δs pH

)
=

(
´BX 0

0 BX

)(
δr pH
δs pH

)
, (7.31)

which completes the proof.

7.4 C O U P L E D S Y S T E M O F E V O L U T I O N E Q U AT I O N S

In this section, we find the coupled system of evolution equations of mo-
tion for the internal wave and the envelope of the free surface, using the
symplectic map found in Equation (7.30) for long-time variable τ = ε2t for
Benjamin-Ono as well as for Schrödinger in modulational regime ε1 = ε1+δ.

Proposition 7.9. The free interface evolves according to a Benjamin-Ono
equation

Bτr = ´
(ω2)(3)

12c0
BX(|DX|r) + ε

(ω2
1)

(4)

48c0
B3

Xr +
3κ

?
2c0

r(BXr)

´ ε2δ

(
κ1

c

c0

2
+ κ2

1
?

2c0

)
BX(|v1|2)

+ ε(κ3 + κ8)
1

?
2c0

[
BX(r(|DX|r)) + |DX|(rBXr)

]
´ ε1+2δ

(
κ4

c

c0

2
+ κ5

1
?

2c0

)
BX
[
v1(DXv1) + v1(DXv1)

]
´ ε1+2δ

(
κ6

c

c0

2
+ κ7

1
?

2c0

)
BX
(
|DX|(|v1|2)

)
, (7.32)

coupled with the free surface, whose envelope satisfies a linear Schrödinger
equation given by

iBτv1 = ´
ω2

1(k0)

2
B2

Xv1 + ε´1
(

κ1

c

c0

2
+ κ2

1
?

2c0

)
rv1

´ i
(

κ4

c

c0

2
+ κ5

1
?

2c0

)
(BX(rv1) + rBXv1)

+

(
κ6

c

c0

2
+ κ7

1
?

2c0

)
v1(|DX|r). (7.33)

Proof. To derive the equations of motion for the interface and the free
surface, we find the variational derivatives δr pH and δv1

pH for the modified
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Hamiltonian pH, respectively, from Proposition 7.7 by acting on test function
v P C8

c (R). We show, for instance, that

δr

"
ż

R

r2(|DX|r) dX
*

[v]

= lim
δÑ0+

1
δ

ż

R

(r + δv)2(|DX|(r + δv)) ´ r2(|DX|r) dX

=

ż

R

[
2rv(|DX|r) + r2(|DX|v)

]
dX

=
((

2r(|DX|r) + |DX|(r2)
)

, v
)

(7.34)

and

δv1

"
ż

R

r
[
v1(DXv1) + v1(DXv1)

]
dX

*

[v]

=

ż

R

r
[
v1(DXv) + (DXv1)v

]
dX

= (DX(rv1) + r(DXv1), v) . (7.35)

The variational derivatives are

δr pH[r]

=
(ω2)(3)

12c0
(|DX|r) ´

(ω2
1)

(4)(0)
48c0

ε3(B2
Xr) ´

3κ

2
?

2c0
ε2r2

+ ε2
1

(
κ1

c

c0

2
+ κ2

1
?

2c0

)
|v1|2 ´

κ3 + κ8
?

2c0
ε3r(|DX|r) ´

κ3 + κ8

2
?

2c0
ε3|DX|(r2)

+ εε2
1

(
κ4

c

c0

2
+ κ5

1
?

2c0

) [
v1(DXv1) + v1(DXv1)

]
+ εε2

1

(
κ6

c

c0

2
+ κ7

1
?

2c0

)
|DX|(|v1|2) (7.36)

and

δv1
pH[r] = ´

1
2

εε2
1ω2

1(k0)B
2
Xv1 + ε2

1

(
κ1

c

c0

2
+ κ2

1
?

2c0

)
rv1

´ iεε2
1

(
κ4

c

c0

2
+ κ5

1
?

2c0

)
(BX(rv1) + rBXv1)

+ εε2
1

(
κ6

c

c0

2
+ κ7

1
?

2c0

)
v1(|DX|r). (7.37)
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By Proposition 7.8, Hamilton’s equation of motion are

Btr = ´BXδr pH

= ´BX

"

(ω2)(3)

12c0
ε2(|DX|r) ´

(ω2
1)

(4)

48c0
ε3B2

Xr ´
3κ

2
?

2c0
ε2r2

+ ε2
1

(
κ1

c

c0

2
+ κ2

1
?

2c0

)
|v1|2 ´

κ3 + κ8
?

2c0
ε3r(|DX|r) ´

κ3 + κ8

2
?

2c0
ε3|DX|(r2)

+ εε2
1

(
κ4

c

c0

2
+ κ5

1
?

2c0

) [
v1(DXv1) + v1(DXv1)

]
+ εε2

1

(
κ6

c

c0

2
+ κ7

1
?

2c0

)
|DX|(|v1|2)

*

, (7.38)

and

iBtv1 = ε´1´2δδv1 H

= ´ε2 ω2
1(k0)

2
B2

Xv1 + ε

(
κ1

c

c0

2
+ κ2

1
?

2c0

)
rv1

´ iε2
(

κ4

c

c0

2
+ κ5

1
?

2c0

)
(BX(rv1) + rBXv1)

+ ε2
(

κ6

c

c0

2
+ κ7

1
?

2c0

)
v1(|DX|r), (7.39)

for the interface and free surface, respectively. After scaling, we yield the
result.

Observe that, truncated at cubic order, the Schrödinger equation for the
envelope of the free surface is linear.

7.5 A N A LY S I S O F C O E F F I C I E N T S I N T E R M S O F P H Y S I C A L PA R A M -
E T E R S

Recalling that c2
0 = 1

2 (ω
2)2(0) = g(1 ´ γ)h1 and k0 = 1

4h1(1´γ)
from

Lemma 7.5, we find the explicit forms of the coefficients κ and κj for
j P t1, 2, 3, 4, 5, 6u from the proof of Proposition 6.6 in the previous chapter
in terms of physical parameters g, h1, ρ and ρ1. This evaluation of the coef-
ficients is needed to derive the higher-order Benjamin-Ono equation. Since
some of the terms are À O(e´k0h1), they make a negligible contribution to
the equations of motion as γ Ñ 1´ and k0 Ñ 8.
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Proposition 7.10. The coefficients of the cubic terms of the Hamiltonian
κ, κ2, κ3, κ5, κ7 and κ8 from Equations (6.76), (6.78), (6.79), (6.81), (6.83) and
(6.84) are

$

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

%

κ =
?

g(1´γ)
2?

ρ1
,

κ2 = ´
?g

4
?

ρ1(1´γ)h1
+O(e´k0h1)

κ3 =
´

?
g(1´γ)γh1

?
ρ1

κ5 = ´

?
g(1´γ)
2?

ρ1
+O(e´k0h1)

κ7 =
?gγ

4
?

ρ1(1´γ)
+O(e´k0h1)

κ8 = 0,

(7.40)

while the remaining ones from Equations (6.77), (6.80) and (6.82) scale like

κ1, κ4, κ6 À O(e´k0h1). (7.41)

Proof. To begin, we calculate the asymptotics of Bj for each j P t1, 2, 3, 4, 5u

at resonant wavenumber k = k0. First, we approximate

B1(k0) =
b´

a

g(ρ ´ ρ1)G(0)G(0)
11 + a´?gρ1G(0)G(0)

12

ρG(0)
11 + ρ1G(0)

«
k0

ρ + ρ1

(
´

?
ρ ´ ρ1
?

ρ1

b

g(ρ ´ ρ1) ´ 2
?

gρ1

)
e´k0h1

= ´
k0e´k0h1

?g
?

ρ1
. (7.42)

Next, we approximate

B2(k0) =
1

?gρ1

a´gG(0)(ρ1G(0)
11 + ρG(0)) + b´g

a

ρ1(ρ ´ ρ1)G(0)G(0)
12

ρG(0)
11 + ρ1G(0)

=
1

?gρ1

(
gk0 +O(k0e´2k0h1)

)
«

?gk0
?

ρ1
(7.43)

Then, we find B3 = B1sgn(k0),

B4(k0) = b´

b

g(ρ ´ ρ1)DG(0)B´1
0 ´

ρ

ρ1
a´?

gρ1DB´1
0 G(0)

12 À O(k0e´k0h1)

(7.44)
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and finally B5(k0) = ´a´?gρ1k0 « ´k0
?gρ1. The second step is to do the

formal calculations. We recall the coefficients of the grouped terms deduced
from Rj for each j P t1, 2, 3, 4, 5u. We recall that

κ =

a

g(1 ´ γ)

2
?

ρ1
, κ3 =

´
a

g(1 ´ γ)γh1
?

ρ1
, κ8 = 0 (7.45)

from our calculations at the beginning of this section. Next, noting that
b+(0) =

?
γ and a+(0) =

a

1 ´ γ, we calculate

κ1 =
1
2

c

ρ1

g
a+(0)(B2

2ω´1
1 )(k0) ´

1
2ρ1

?gρ1
a+(0)(B2

5ω´1
1 )(k0) +O(e´k0h1)

=
k3/2

0

a

1 ´ γ

2
?

ρ1
´

k3/2
0

a

1 ´ γ

2
?

ρ1
+O(e´k0h1) À O(e´k0h1), (7.46)

κ2 =

a

1 ´ γ

ρ1
(a´B5)(k0) +O(e´k0h1)

=
´k0

a

g(1 ´ γ)
?

ρ1
+O(e´k0h1) = ´

?g

4
a

ρ1(1 ´ γ)h1
+O(e´k0h1), (7.47)

κ4 =

?
ρ1a+(0)
4

?g
(B2

2ω´1
1 )1(k0) ´

a+(0)
4ρ1

?gρ1
(B2

5ω´1
1 )1(k0) +O(e´k0h1)

=

a

ρ1(1 ´ γ)

4
?g

Bk

(
gk3/2

ρ1
?g

)
(k0)

´
1

4ρ1
?gρ1

?
ρ ´ ρ1
?

ρ
Bk

(
k3/2gρ1

?g

)
(k0) +O(e´k0h1)

À O(e´k0h1) (7.48)

and

κ5 = ´
1

2ρ1
?gρ1

A(1)
5 (0)(a´B5)

1(k0) +O(e´k0h1)

= ´
1

2ρ1
?gρ1

(´
?

gρ1a+(0))Bk(´k
?

gρ1)(k0) +O(e´k0h1)

= ´

a

g(1 ´ γ)

2
?

ρ1
+O(e´k0h1). (7.49)
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Similarly to the computation for κ1, we show

κ6 =
1
2

?
ρ1

?g
(a+)(1)(B2

2ω´1
1 )(k0) ´

1
2ρ1

?gρ1
(B2

5ω´1
1 )(k0)(a+)(1)

+O(e´k0h1) À O(e´k0h1). (7.50)

Lastly, we verify

κ7 = ´
1

ρ1
?gρ1

(a´B5)(k0)A(1,1)
5 +O(e´k0h1)

=
1

ρ1
?gρ1

(
?

gρ1k0)
(

´
?

gρ1(a+)(1)
)
+O(e´k0h1)

=

?gγ

4
a

ρ1(1 ´ γ)
+O(e´k0h1), (7.51)

as both B3(k0) À O(e´k0h1) and B4(k0) À O(k0e´k0h1), which completes the
calculation.

Lastly, we write the coupled system of evolution equations in terms of the
relevant coefficients.

Proposition 7.11. Neglecting the exponential terms of order O(e´k0h1) from
κ1, κ4 and κ6, the coupled system has the form of a higher-order Benjamin-
Ono equation for the free interface

Bτr = ´
(ω2)(3)

12c0
BX(|DX|r) + ε

(ω2)(4)(0)
48c0

B3
Xr +

3κ
?

2c0
r(BXr)

´ ε2δ κ2
?

2c0
BX(|v1|2) + ε

κ3
?

2c0

[
BX(r(|DX|r)) + |DX|(rBXr)

]
´ ε1+2δ κ5

?
2c0

BX
[
v1(DXv1) + v1(DXv1)

]
´ ε1+2δ κ7

?
2c0

BX
(
|DX|(|v1|2)

)
, (7.52)

and a linear Schrödinger equation for the free surface

iBτv1 = ´
ω2

1(k0)

2
B2

Xv1 + ε´1 κ2
?

2c0
rv1 ´ i

κ5
?

2c0
(BX(rv1) + rBXv1)

+
κ7

?
2c0

v1(|DX|r), (7.53)

where the coefficients are expressed in terms of the physical parameters g,
ρ, ρ1 and h1.

Proof. This follows directly from Propositions 7.9 and 7.10.
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We performed asymptotic analysis of the coupling of free internal and
surface modes for a fluid consisting of two layers, the lower of which is
infinitely deep. We have treated the internal mode under the Benjamin-Ono
scaling regime, while the surface is approximated by a modulated, quasi-
monochromatic wave. This modulation appropriately corresponds to the
“ripple effect" that occurs in natural ocean dynamics [PS65], in which the
visible tides on the surface and the internal wave propagate at the same
velocity. Using a Hamiltonian formulation of the water wave problem and
perturbation theory, as developed by [CS93], [CGK05] and [CGS11], we de-
rived a system of evolution equations: the free interface evolves according
to a higher-order Benjamin-Ono equation and is coupled to the free surface,
whose envelope satisfies a time-dependent, linear Schrödinger equation.

When high-order corrections are neglected, Guo-Miao [GM99] and Pecher
[Pec06] proved global well-posedness of KdV and BO equations, respec-
tively, coupled to a linear Schrödinger equation. Specifically, Pecher proved
that dispersive system

#

Bτr = α1BX(|DX|r) ´ ε2δα2BX(|v1|2)

iBτv1 = ´β1B2
Xv1 + ε´1β2rv1

(7.54)

with initial data r(x, 0) = r0(x) and v1(x, 0) = (v1)0(x) is globally well-
posed. More recently, Linares, Pilod and Ponce [LPP11] established local
well-posedness for a higher-order Benjamin-Ono equation

#

Btu ´ bH(uxx) + auxxx = cuux ´ d
[
uH(ux) +H(uux)

]
x

u(x, 0) = u0(x)
(7.55)

with initial data u0 P Hs, s ě 2. Currently, we are working to extend this
result to a higher-order coupled system

$

’

’

&

’

’

%

Bτr = α1BX(|DX|r) + εα2B3
Xr + α3r(BXr)

´ε2δα4BX(|v1|2) + εα5
[
BX(r(|DX|r)) + |DX|(rBXr)

]
iBτv1 = ´β1B2

Xv1 + ε´1β2rv1.

(7.56)

I am also considering the extension of the analysis from two dimensions to
the three-dimensional water wave problem. Coupling between internal and
gravity surface waves has previously been studied for three-dimensional
fluids comprised of two distinct layers [CGS15] in the shallow water
limit, in which the equation of motion for the interface is the Kadomt-
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sev–Petviashvili II (KP II) equation [KP70]. In the deep water model, one
of the earlier higher dimensional versions of the BO equation is Shrira’s
equation [Shr89]

Btu ´ R1uxx +
1
2
(u2)x = 0 , (x, y) P R2, t P R, (7.57)

where the operator R1 denotes the Riesz transform with respect to the first
variable defined by

(R1 f )(x, y) : =
1

2π
p.v.

$

&

%

ĳ

R2

(x ´ z1) f (z1, z2)

((x ´ z1)2 + (y ´ z2)2)3/2 dz1 dz2

,

.

-

. (7.58)

We expect that the long internal wave will evolve according to a two-
dimensional Benjamin-Ono (2D BO) equation

#

Btu ´ H(uxx + uyy) +
1
2 (u

2)x = 0

u(x, y, 0) = u0(x, y),
(7.59)

which was derived precisely as the KP II approximation to the BO equation
[Nas23]. Interestingly, both the KP II and 2D BO equations have similar
forms as studied by Ablowitz, Demirci and Ma [ADM16], which is an
avenue for analysis of the model equations in deep water to explain the
characteristic features physically observed on the surface of seas due to the
internal modes.
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The goal of this part of the thesis is to prove a Bochner formula on path
space for the Ricci flow, and to discuss some applications. This generalizes
the Bochner formula on path space for Einstein metrics from Haslhofer and
Naber [HN18b].

Throughout this part, we shall use the convention that an evolving family
of manifolds is a smooth and complete family of Riemannian manifolds
(Mn, gt)tPI such that

sup
MˆI

(|Rm| + |Btg| + |∇Btg|) ă 8. (1.1)

1.1 B A C K G R O U N D O N C H A R A C T E R I Z AT I O N S O F E I N S T E I N M E T-
R I C S

To begin, let us recall some well-known characterizations of when a Rieman-
nian manifold (M, g) is a supersolution to the Einstein equations. Let Ht f
denote the heat flow of a function f : M Ñ R. Then its gradient satisfies
the Bochner formula

(´Bt + ∆)|∇Ht f |2 = 2|∇2Ht f |2 + 2Rc(∇Ht f ,∇Ht f ). (1.2)

Using this, an equivalence between supersolutions of the Einstein equations,
the classical Bochner inequality and the gradient estimate readily follows,
i.e.

Rc ě 0 ðñ (Bt ´ ∆)|∇Ht f |2 ď ´2|∇2Ht f |2 (1.3)

ðñ |∇Ht f | ď Ht|∇ f |, (1.4)

for all test functions f : M Ñ R.

Until recently, however, there was no analogous characterization of so-
lutions to the Einstein equations. Such a characterization was discovered
by Naber [Nab13] by employing the analytic properties of path space
PM = C([0, 8), M). This path space is naturally endowed with a family
of Wiener measures tPxu of Brownian motion starting at x P M. One then

77
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introduces a notion of stochastic parallel transport and the corresponding
family of parallel gradients t∇||

s u. Using this foundation, Naber [Nab13]
developed an infinite-dimensional generalization of the gradient estimate
(1.4) to characterize solutions of the Einstein equations. Namely, he proved
that

Rc = 0 ðñ

ˇ

ˇ

ˇ

ˇ

∇x

ż

PM
F dPx

ˇ

ˇ

ˇ

ˇ

ď

ż

PM
|∇||

0 F| dPx, (1.5)

for all test functions F : PM Ñ R.

Interesting variants of these characterizations and estimates have been
obtained in [CT18b], [CT18a], [Wu20], [FW17] and [WW18].

Later, Haslhofer and Naber [HN18b] proved an infinite-dimensional gener-
alization of (1.3). Namely, they showed

Rc = 0 ðñ d|∇sFt|
2 ě x∇t|∇sFt|

2, dWty (1.6)

for all martingales Ft : PM Ñ R.

Using the infinite-dimensional Bochner formula (1.6), they gave a sim-
pler proof of the infinite-dimensional gradient estimate (1.5) in a similar
vein to how the classical Bochner formula (1.3) readily implies the classical
gradient estimate (1.4).

1.2 B A C K G R O U N D O N C H A R A C T E R I Z AT I O N S O F R I C C I F L O W

To motivate the characterization of solutions of the Ricci flow, let us first
recall characterizations of supersolutions, namely evolving Riemannian
manifolds (M, gt)tPI such that

Btgt ě ´2Rcgt . (1.7)

To begin, consider the heat flow Hst f on this evolving background, namely
the solution of the heat equation Btu = ∆gt u with initial condition f at time
t = s. Then its gradient satisfies the Bochner formula

(Bt ´ ∆gt)|∇Hst f |2 = ´2|∇2Hst f |2 + (Btgt + 2Rcgt)(∇Hst f ,∇Hst f ). (1.8)
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Using this, an equivalence between supersolutions of the Ricci flow, the
Bochner inequality and the gradient estimate readily follows, i.e.

Btgt ě ´2Rcgt ðñ (Bt ´ ∆gt)|∇Hst f |2 ď ´2|∇2Hst f |2 (1.9)

ðñ |∇Hst f | ď Hst|∇ f |, (1.10)

for all test functions f : M Ñ R.

To generalize the inequality (1.10) to an infinite dimensional estimate, Hasl-
hofer and Naber [HN18a] considered space-time M = M ˆ I equipped
with the space-time connection defined on vector fields by

∇XY = ∇gt
X Y, ∇tY = BtY +

1
2

Btgt(Y, ¨)#gt (1.11)

The main difference, compared to the infinite dimensional estimate that
characterizes Einstein metrics, is that the parabolic path space PTM only
consists of continuous space-time curves tγτ = (T ´ τ, xτ)u that move
backwards along the time-axis with unit speed and start at fixed time T P I.
This path space is naturally endowed with a family of parabolic Wiener
measures tP(x,T)u of Brownian motion starting at (x, T) P M and parabolic

stochastic parallel gradients t∇||
σuσě0 defined via (1.11). Using this frame-

work, Haslhofer and Naber proved an infinite-dimensional generalization
of the gradient estimate (1.10) that characterizes solutions of the Ricci flow.
Namely, they proved that

Btgt = ´2Rcgt ðñ

ˇ

ˇ

ˇ

ˇ

∇x

ż

PTM
F dP(x,T)

ˇ

ˇ

ˇ

ˇ

ď

ż

PTM
|∇||

0 F| dP(x,T) (1.12)

for all test functions F : PTM Ñ R.

Some nice variants of these characterizations have been obtained by Cheng
and Thalmaier [CT18a]. Moreover, Cabezas-Rivas and Haslhofer [CRH20]
found an interesting link between estimates in the elliptic and parabolic
settings.

However, there is no analogous treatment of the Bochner inequality (1.6) in
the time-dependent setting. The primary goal of this part shall be to prove
such an equivalent notion.
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Let (M, gt)tPI be a family of evolving manifolds and let M = M ˆ I be
its space-time equipped with the space-time connection defined on vector
fields via (1.11). Next, as in Section 1.2, we consider the parabolic path
space PTM, given by

PTM :=
!

(xτ, T ´ τ)τP[0,T]|x P C([0, T], M)
)

, (1.13)

and endow this space with the parabolic Wiener measure of Brownian
motion on space-time, P(x,T), based at (x, T) P M as well as the associated

parabolic parallel gradients ∇||
σ defined via stochastic parallel transport on

space-time M. To explain these notions in more detail, first recall that the
solution to the heat equation Btu = ∆gt u with initial condition f at time
t = s is given by convolving with the heat kernel i.e.

Hst f (x) =
ż

M
H(x, t|y, s) f (y) dVgs(y). (1.14)

The Wiener measure P(x,T) is then uniquely characterized in terms of the
heat kernel by

P(x,T) [Xτ1 P U1, . . . , Xτk P Uk] (1.15)

=

ż

U1

¨ ¨ ¨

ż

Uk

H(x, T|x1, T´τ1)¨ ¨ ¨H(xk´1, T´τk´1|xk, T´τk)dVolgT´τ1
(x1)¨ ¨ ¨dVolgT´τk

(xk)

where Xτ is a Brownian motion on M starting at x. Moreover, the stochastic
parallel gradient ∇||

σF(γ) P (Tx M, gT) of a function F : PTM Ñ R, is
expressed in terms of the Fréchet derivative by

DVσ F(γ) = x∇||
σF(γ), vy(Tx M,gT), (1.16)

where Vσ is the vector field along γ defined by Vσ
τ = P´1

τ v1[σ,T](τ) and
tPτu, a family of isometries, referred to as stochastic parallel transport.

With the aim of generalizing (1.9) to an infinite-dimensional estimate, we
consider martingales on parabolic path space, i.e. Στ-adapted integrable
processes Fτ : P(x,T)M Ñ R that satisfy

Fτ1 = E[Fτ2 |Στ1 ], (1.17)

where E[¨ | Στ] denotes the conditional expectation with respect to the σ-
algebra Στ of events observable at time τ.
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For example, if F(γ) = f (π1γτ1), where f : M Ñ R and π1 : M ˆ I Ñ I,
then the induced martingale Fτ = E[F | Στ] for τ ă τ1 is given by

Fτ(γ) = HT´τ1,T´τ f (π1γτ) (see example 2.18). (1.18)

Specifically, martingales generalize heat flow. This analogue between mar-
tingales and heat kernels will motivate our development of the following
generalized Bochner formula on PM.

Theorem 1.1. (Generalized Bochner Formula on PM) Let Fτ : P(x,T)M Ñ R

be a martingale on the parabolic path space of space-time. If σ ě 0 is fixed, then

d(|∇||
σFτ|2) = x∇||

τ |∇||
σFτ|2, dWτy + (ġ + 2Rc)τ(∇||

τ Fτ,∇||
σFτ) dτ

+ 2|∇||
τ∇||

σFτ|2 dτ + 2|∇||
σFσ|2 dδσ(τ), (1.19)

where (ġ + 2Rc)τ(v, w) = (ġt + 2Rcgt)|t=T´τ(P´1
τ v, P´1

τ w) and ġ = d
dt g.

This generalized Bochner formula proves to be a fundamental tool in char-
acterizing the Ricci flow. Note that, if (M, gt)tPI evolves by Ricci flow, this
formula reduces to

d(|∇||
σFτ|2) = x∇||

τ |∇||
σFτ|2, dWτy + 2|∇||

τ∇||
σFτ|2 dτ + 2|∇||

σFσ|2 dδσ(τ),
(1.20)

and this trivially implies the following infinite-dimensional generalization
of Bochner inequality (1.9) in the time-dependent setting

d(|∇||
σFτ|2) ě x∇||

τ |∇||
σFτ|2, dWτy + 2|∇||

τ∇||
σFτ|2 dτ + 2|∇||

σFσ|2 dδσ(τ).
(1.21)

In contrast to the heat flow Bochner inequality, this generalized martingale
Bochner inequality (1.21) as well as the estimates that follow from it are
strong enough to help exhibit solutions and not just supersolutions of the
Ricci flow.

Specifically, Theorem 1.1 has four main applications:

• a characterization of the Ricci flow via Bochner inequalities for mar-
tingales on parabolic path space;

• gradient estimates for martingales on parabolic path space;

• Hessian estimates for martingales on parabolic path space;
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• a new and much simpler proof of the characterization of solutions
of the Ricci flow by Haslhofer and Naber in 2018 [HN18a, Theorem
1.22],

which will be discussed in Section 1.4.

To explain the meaning of Theorem 1.1 in the simplest example, this gener-
alized Bochner formula on PM directly reduces to the standard Bochner
formula in the case of 1-point functions, i.e. when Fτ(γ) satisfies equation
(1.18). That is, the evolution of |∇HT´τ1,T´τ f |2 for τ ď τ1 is calculated as(

´Bτ ´ ∆gT´τ

)
|∇HT´τ1,T´τ f |2 ď ´2|∇2HT´τ1,T´τ f |2 (1.22)

in Corollary 3.4. Setting s = T ´ τ1 and t = T ´ τ, this explicitly recovers
(1.9) from Section 1.2.

1.4 A P P L I C AT I O N S

We will conclude with some main applications of our Bochner inequality
(1.21). First, we shall develop a new characterization of the Ricci flow.

Theorem 1.2. (New characterizations of the Ricci Flow) For an evolving family
of manifolds (Mn, gt)tPI , the following are equivalent to solving the Ricci flow
Btgt = ´2Rcgt :

( C 1 ) Martingales on parabolic path space satisfy the full Bochner inequality

d|∇||
σFτ|2 ě x∇τ|∇||

σFτ|2, dWτy + 2|∇||
τ∇||

σFτ|2 dτ + 2|∇||
σFσ|2 dδσ(τ)

(1.23)

( C 2 ) Martingales on parabolic path space satisfy the dimensional Bochner in-
equality

d|∇||
σFτ|2 ě x∇τ|∇||

σFτ|2, dWτy +
2
n

|∆||
σ,τ Fτ|2 dτ + 2|∇||

σFσ|2 dδσ(τ)

(1.24)

( C 3 ) Martingales on parabolic path space satisfy the weak Bochner inequality

d|∇||
σFτ|2 ě x∇τ|∇||

σFτ|2, dWτy + 2|∇||
σFσ|2 dδσ(τ) (1.25)

( C 4 ) Martingales on parabolic path space satisfy the linear Bochner inequality

d|∇||
σFτ| ě x∇τ|∇||

σFτ|, dWτy + |∇||
σFσ| dδσ(τ) (1.26)
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( C 5 ) If Fτ is a martingale, then τ Ñ |∇||
σFτ| is a submartingale for every σ ě 0.

Second, we shall obtain gradient estimates for martingales on parabolic
path space.

Theorem 1.3. (Gradient Estimates for Martingales on Parabolic Path Space)
For an evolving family of manifolds (Mn, gt)tPI , the following are equivalent to
solving the Ricci flow Btgt = ´2Rcgt :

( G 1 ) For any F P L2(PM), σ fixed and τ1 ď τ2, the induced martingale satisfies
the gradient estimate

|∇||
σFτ1 | ď E(x,T)

[
|∇||

σFτ2 |
ˇ

ˇΣτ1

]
. (1.27)

( G 2 ) For any F P L2(PM), σ fixed and τ1 ď τ2, the induced martingale satisfies
the gradient estimate

|∇||
σFτ1 |2 ď E(x,T)

[
|∇||

σFτ2 |2
ˇ

ˇΣτ1

]
. (1.28)

Note that in the case of σ = τ1 = 0, (G1) reduces to the infinite-dimensional
gradient estimate (1.12).

Next, we shall obtain Hessian estimates for martingales on parabolic path
space.

Theorem 1.4. (Hessian Estimates for Martingales on Parabolic Path Space) For an
evolving family of manifolds (Mn, gt)tPI that solve the Ricci flow Btgt = ´2Rcgt

and a function F P L2(PM), it holds that:

( H 1 ) For each σ ě 0, we have the estimate

E(x,T)

[
|∇||

σFσ|2
]
+ 2E(x,T)

ż T

0

[
|∇||

τ∇||
σFτ|2

]
dτ ď E(x,T)

[
|∇||

σF|2
]

.

(1.29)

( H 2 ) We have the Poincaré Hessian estimate

E(x,T)

[(
F ´ E(x,T)[F]

)2
]

+ 2
ż T

0

ż T

0
E(x,T)

[
|∇||

τ∇||
σFτ|2

]
dσ dτ ď

ż T

0
E(x,T)

[
|∇||

σF|2
]

dσ.

(1.30)
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( H 3 ) We have the log-Sobolev Hessian estimate

E(x,T)
[
F2 ln(F2)

]
´ E(x,T)[F

2] ln
(

E(x,T)[F
2]
)

+ 2
ż T

0

ż T

0
E(x,T)

[
(F2)τ|∇||

τ∇||
σ ln((F2)τ)|

2
]

dσ dτ

ď 4
ż T

0
E(x,T)

[
|∇||

σF|2
]

dσ. (1.31)

Finally, our generalized Bochner formula on parabolic path space leads to
a simpler proof of the characterization of solutions of the Ricci flow found
by Haslhofer and Naber [HN18a].

Theorem 1.5. (Characterization of Solutions of the Ricci Flow) [HN18a, Theorem
1.22] For an evolving family of manifolds (Mn, gt)tPI , the following are equivalent:

( R 1 ) (Mn, gt)tPI solves the Ricci flow Btgt = ´2Rcgt .

( R 2 ) For every F P L2(PM), we have the gradient estimate
ˇ

ˇ

ˇ
∇xE(x,T)[F]

ˇ

ˇ

ˇ
ď E(x,T)[|∇

||

0 F|]. (1.32)

( R 3 ) For every F P L2(PM), the induced martingale tFτuτP[0,T] satisfies the
quadratic variation estimate

E(x,T)

[
d[F, F]τ

dτ

]
ď 2E(x,T)

[
|∇||

τ F|2
]

. (1.33)

( R 4 ) The Ornstein-Uhlenbeck operator L(τ1,τ2) on parabolic path space L2(PM)

satisfies the log-Sobolev inequality

E(x,T)
[
(F2)τ2 log((F2)τ2) ´ (F2)τ1 log((F2)τ1)

]
ď 2E(x,T)

[
xF,L(τ1,τ2)FyH

]
. (1.34)

( R 5 ) The Ornstein-Uhlenbeck operator L(τ1,τ2) on parabolic path space L2(PM)

satisfies the Poincaré inequality

E(x,T)
[
(Fτ2 ´ Fτ1)

2] ď E(x,T)

[
xF,L(τ1,τ2)FyH

]
. (1.35)



1.4 A P P L I C AT I O N S 85

Our new proof is much shorter. For example, to derive (R2), integrate (C4)
from 0 to T, and take expectations

E(x,T)

[
ż T

0
d|∇||

σFτ| dτ

]
(C4)
ě E(x,T)

[
ż T

0
x∇τ|∇||

σFτ|, dWτy + |∇||
σFσ|dδσ(τ)

]
ùñ E(x,T)

[
|∇||

σF|

]
´ E(x,T)

[
|∇||

σFσ|

]
ě 0 (1.36)

Then take limits as σ Ñ 0 to yield the result

|∇xE(x,T)[F]| = E(x,T)

[
|∇||

0 F0|

]
ď E(x,T)

[
|∇||

0 F|

]
. (1.37)

Part II is organized as follows:

• In Chapter 2, we shall discuss the geometric and probabilistic prelim-
inaries needed for the proofs of our main theorems.

• In Chapter 3, we shall prove Theorem 1.1, the Bochner formula for
martingales on parabolic path space.

• In Chapter 4, we shall discuss the four aforementioned applications
of our analysis on path space, i.e. Theorems 1.2, 1.3, 1.4 and 1.5.



2
P R E L I M I N A R I E S

2.1 G E O M E T R I C P R E L I M I N A R I E S

To begin this section, we shall recall the concepts relevant to the construc-
tion of the frame bundle on evolving manifolds. An expression of the
canonical horizontal (Ha and Dt) and vertical (Vab) vector fields and their
commutators will complete this preliminary section.

In time-independent geometry, given a complete Riemannian manifold
M, one considers the orthonormal frame bundle π : F Ñ M, where the
fibres are orthonormal maps Fx := tu : Rn Ñ Tx M orthonormalu. To each
curve xt P M, one can associate a horizontal lift ut P F. In particular, to
each vector X P Tx M, given u P π´1(x), one can associate its horizontal lift
X˚ P TuF.

We shall now explain, following [Ham93], [HN18a] and [Per08], how these
notions can be adapted to the time-dependent setting. To make the appro-
priate adjustment, we begin by defining space-time M and the equipped
connection ∇ as follows:

Definition 2.1. (Space-time) Let (M, gt)tPI be an evolving family of Rieman-
nian manifolds. The space-time is then defined as M = M ˆ I equipped
with the space-time connection defined on vector fields by ∇XY = ∇gt

X Y
and ∇tY = BtY + 1

2 Btgt(Y, ¨)#gt .

Also observe that this choice of connection is compatible with the metric,
namely

d
dt

xX, Yygt = x∇tX, Yygt + xX,∇tYygt . (2.1)

Generalizing the earlier time-independent construction, we consider the
On-bundle π : F Ñ M, where the fibres are given by

F(x,t) := tu : Rn Ñ (Tx M, gt) orthonormalu . (2.2)

To each curve γt P M, we can now associate a horizontal lift ut P F .
Namely, given u0 P π´1(γ0), the curve ut is the unique solution of π(ut) =

86
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γt and ∇γ̇t(utea) = 0 for a P t1, 2, ..., nu, where ∇ is the space-time connec-
tion from Definition 2.1. More explicitly, we provide the following formal
definition:

Definition 2.2. (Horizontal lift) Given a vector αX + βBt P T(x,t)M and
a frame u P F(x,t), there is a unique horizontal lift αX˚ + βDt satisfying
π˚(αX˚ + βDt) = αX + βBt. In particular, X˚ is the horizontal lift of X P

Tx M with respect to the fixed metric gt.

Note that there are n + 1 canonical horizontal vector fields on F , namely
the time-like horizontal vector field Dt defined as the horizontal lift of Bt

and the space-like horizontal vector fields tHau
n
a=1 defined by Ha(u) =

(uea)˚. Also note the notion of vertical vector fields given by Vab(u) =
d
dε |ε=0(u exp(εAab)) where (Aab)cd = (δacδbd ´ δbcδad) P Mn(R). We now
want to express these horizontal and vertical vector fields in local coordi-
nates as follows:

Definition 2.3. (Local coordinates) We view F as a sub-bundle of the GLn-
bundle π : G Ñ M where G(x,t) := tu : Rn Ñ (Tx M, gt) invertible, linearu.
Then, when given local coordinates (x1, ..., xn, t) on M, we get local coordi-
nates (xi, t, ej

a) on G, where ej
a is defined by uea = ej

a
B

Bxj .

Also note that on F we have δab = g(uea, ueb) = gijei
aej

b and thus we can
express the inverse metric as

gij = ei
aej

a. (2.3)

It now remains in this section to both write out the canonical vector fields ex-
plicitly in local coordinates and derive some commutator relations between
them.

Lemma 2.4 (cf. [Ham93]). In local coordinates, the canonical horizontal vector
fields Ha and Dt and canonical vertical vector fields Vab can be expressed as

$

’

’

’

&

’

’

’

%

Ha = ej
a

B

Bxj ´ ej
aek

bΓℓ
jk

B

Beℓb
Vab = ej

b
B

Bej
a

´ ej
a

B

Bej
b

Dt = Bt ´ 1
2
ĂBtgabeℓb

B

Beℓa
,

(2.4)

where (ĂBtg)ab(u) := (Btg)π(u)(uea, ueb).

Proof. The canonical horizontal vector fields, Ha, are exactly the same as
in [Ham93]. Since the canonical projection π : F(M) Ñ M induces an
isomorphism π˚ : HuF(M) Ñ Tπu M, the horizontal lift is uniquely defined
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by the push-forward π˚(u̇t) = utea at t = 0 with initial condition u0 = u.
Then we can write an expression for the horizontal lift Ha(u)

Ha(u) = (uea)
˚ = (π˚(u̇0))

˚ = u̇0 = ẋj
0

B

Bxj + ėℓc(0)
B

Beℓc
. (2.5)

By construction, the vector field π˚(u̇t) = utea is parallel transported along
xt = txa

t u for all a, and we can write the following differential equation for
vk

a(t) = eb
a(t)Xk

b

∇ẋt

(
eb

a(t)Xb

)
= ẋj

t∇j

(
eb

a(t)Xk
bek

)
= ẋj

te
b
a(t)Xk

b(∇jek) + ẋj
tek∇j(eb

a(t)Xk
b)

= ẋj
te

b
a(t)Xk

bΓℓ
jk(xt)eℓ + ẋj

tek(∇jvk
a(t))

= ẋj
tv

k
a(t)Γ

ℓ
jk(xt)eℓ +

(
ẋj

t∇jvk
a(t)

)
ek

=
(

Γℓ
jk(xt)ẋj

tv
ℓ
a(t) + v̇k

a(t)
)

eℓ

” 0, (2.6)

and thus, at t = 0, we obtain

Γk
jl(x0)ẋj

0vl
m(0) + v̇k

m(0) = Γk
jl(x)ej

ie
l
m + ėk

m(0) = 0.

Hence, we obtain

Ha(u) = u̇(0) = ẋ(0)
B

Bxj + ėℓc
B

Beℓc
= ej

a
B

Bxj ´ ej
aek

bΓℓ
jk

B

Beℓc
(2.7)

as desired.

Next, considering the curve u(ε) = u exp(εAab), recall that ej
c and Aabec are

defined via the relations uec = ej
c

B

Bxj and Aabec = δcaeb ´ δcbea. Then derive

u̇(0)ec = ėj
c(0)

B

Bxj = uAabec = δacueb ´ δbcuea =
(

δacej
b ´ δbcej

a

)
B

Bxj , (2.8)

whence

Vab = u̇(0) = ėj
c(0)

B

Bej
c
=
(

δacej
b ´ δbcej

a

)
B

Bej
c
= ej

b
B

Bej
a

´ ej
a

B

Bej
b

(2.9)

as given.

Finally we recall that Dt is defined as the horizontal lift of Bt. More explicitly,
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given u0 P F , suppose π(u0) = (x0, t0) and γt := (x0, t0 + t) and let ut be
the horizontal lift of γt. Then, we have that Dt(u0) =

d
dt |t=0ut. Recalling Def-

inition 2.1, and using the tensorial transformation rule Ć(Btg)ab = Btgjkej
aek

b
(see equation (2.13) below), we compute

∇t

(
ej

a
B

Bxj

)
=

d(ej
a)

dt
B

Bxj + ej
a ∇t

(
B

Bxj

)
=

d(eℓa)
dt

B

Bxℓ
+

1
2

ej
aBtgjkgkℓ B

Bxℓ

=
d(eℓa)

dt
B

Bxℓ
+

1
2

ej
aBtgjkek

beℓb
B

Bxℓ

=
d(eℓa)

dt
B

Bxℓ
+

1
2
ĂBtgabeℓb

B

Bxℓ
. (2.10)

It follows that, since γ̇t = Bt and utea = eℓa(t)
B

Bxℓ ,

∇γ̇t(utea) = ∇t

(
eℓa(t)

B

Bxℓ

)
=

(
d
dt
(eℓa(t)) +

1
2
ĂBtgabeℓb

)
B

Bxℓ
= 0. (2.11)

By exhibiting Dt(u0) in local coordinates

Dt(u0) = 0 ¨
B

Bxj + 1 ¨
B

Bt
+

d
dt

|t=0(eℓa(t))
B

Beℓa
= Bt ´

1
2
ĂBtgabeℓb

B

Beℓa
, (2.12)

we conclude the proof.

We now recall that the time-dependent tensor fields T correspond to equiv-
ariant functions rT on F . For example, a function f : M Ñ R corresponds
to the invariant function rf = f ˝ π : F Ñ R and a time-dependent
two-tensor T = Tij(x, t) dxi b dxj corresponds to an equivariant function
rT = (rTab) : F Ñ Rnˆn via rTab(u) = Tπ(u)(uea, ueb). Note that identities

uea = ej
a

B

Bxj and ueb = ek
b

B

Bxk yield the transformation rule

rTab = Tijei
aej

b. (2.13)
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Also observe that using equations (2.4) and (2.13), one obtains the formula

VabT̃cd =

(
ek

b
B

Bek
a

´ ek
a

B

Bek
b

)
(Tijei

cej
d)

= Tij

(
ek

bδa
c δi

kej
d + ek

bei
cδa

dδ
j
kei

c ´ ek
aδb

c δi
kej

d ´ ek
aei

cδb
dδ

j
k

)
= Tij

(
ei

bej
dδa

c + ej
bei

cδa
d ´ ei

aej
dδb

c ´ ej
aei

cδb
d

)
= rTbdδa

c ´ rTadδb
c + rTcbδa

d ´ rTcaδb
d. (2.14)

Proposition 2.5. (Derivatives) [HN18a] From the correspondence with
equivariant functions, the first and second order derivatives of tensor fields
can be computed as follows

$

’

’

’

’

&

’

’

’

’

%

Ć∇XT = X˚
rT

Ą∇tT = DtrT
Ă∆T =

řn
a=1 HaHarT =: ∆H rT

(∇2 f )(uea, ueb) = HaHb
rf

(2.15)

Proof. Except for the fourth identity regarding the Hessian, these are either
classical results from differential geometry or have already been proven in
Lemmas 3.1 and 3.3 of [HN18a]. For this last identity, write the canonical
horizontal vector fields in local coordinates and compute

HaHb
rf =

(
ej

a
B

Bxj ´ ej
aek

cΓℓ
jk

B

Beℓc

)
ep

b
B

Bxp
rf

= ej
aek

b

(
B

Bxj
B

Bxk
rf ´ Γp

jk
B

Bxp
rf
)

= ej
aek

b∇j∇k f

= ∇2 f (uea, ueb), (2.16)

thereby proving the proposition.

Next we proceed to prove a few commutator relations between the newly
defined vector field, Dt, and the canonical horizontal and vertical vector
fields.
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Lemma 2.6 (cf. [Ham93]). The fundamental vectors fields on the frame bundle
satisfy the following commutator relations

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

[Ha, Hb] = 1
2 RabcdVcd

[Vab, Hc] = δacHb ´ δbcHa

[Vab, Vcd] = δbdVac ´ δadVbc + δacVbd ´ δbcVad

[Dt, Ha] = ´ 1
2
ĂBtgadHd +

1
2 Hb ĂBtgacVcb

[Dt, Vab] = 0.

(2.17)

Proof. We start by deriving the commutator relations not involving Dt from
basic differential geometry. Firstly we take the more deliberate approach of
breaking the commutator of horizontal lifts into four parts

[Ha, Hb] =

[
ej

a
B

Bxj , ej1

b
B

Bxj1

]
´

[
ej

a
B

Bxj , ej1

b ek1

d Γℓ1

j1k1

B

Beℓ1

d

]

´

[
ej

aek
cΓℓ

jk
B

Beℓc
, ej1

b
B

Bxj1

]
+

[
ej

aek
cΓℓ

jk
B

Beℓc
, ej1

b ek1

d Γℓ1

j1k1(x)
B

Beℓ1

d

]
=: (I) ´ (II) ´ (III) + (IV). (2.18)

It is easy to check

(I) =
[

ej
a

B

Bxj , ej1

b
B

Bxj1

]
=
(

ej
aej1

b ´ ej1

b ej
a

)
B

Bxj
B

Bxj1 = 0. (2.19)

Next we calculate

(II) + (III)

=

[
ej

a
B

Bxj , ej1

b ek1

d Γℓ1

j1k1

B

Beℓ1

d

]
+

[
ej

aek
cΓℓ

jk
B

Beℓc
, ej1

b
B

Bxj1

]
= ej

aej1

b ek1

d (BjΓℓ1

j1k1)
B

Beℓ1

d
´ ej1

b ek1

d δd
a δ

j
ℓ1 Γℓ1

j1k1

B

Bxj

´ ej
aek

cej1

b (Bj1 Γℓ
jk)

B

Beℓc
+ ej

aek
cδc

bδ
j1

ℓ Γℓ
jk

B

Bxj1

= ´ej1

b ek1

a Γℓ1

j1k1

B

Bxℓ1 + ej1
a ek

bΓℓ
jk

B

Bxℓ
+ ej

aej1

b ek
c(BjΓℓ

j1k)
B

Beℓc
´ ej

aej1

b ek
c(Bj1 Γℓ

jk)
B

Beℓc

= ej
aej1

b ek
c(BjΓℓ

j1k ´ Bj1 Γℓ
jk)

B

Beℓc
. (2.20)
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and

(IV) =

[
ej

aek
cΓℓ

jk
B

Beℓc
, ej1

b ek1

d Γℓ1

j1k1(x)
B

Beℓ1

d

]

= ej
aek

cΓℓ
jkΓℓ1

j1k1

(
ej1

b δc
dδk1

ℓ + ek1

d δc
bδ

j1

ℓ

)
B

Beℓ1

d
´ ej1

b ek1

d Γℓ
jkΓℓ1

j1k1

(
ej

aδd
c δk

ℓ1 + ek
cδd

a δ
j
ℓ1

)
B

Beℓc

= ek
dΓk1

jkΓℓ1

j1k1(ej
aej1

b ´ ej
bej1

a )
B

Beℓ1

d
+
(

ej
aek

bek1

d Γj1

jkΓℓ1

j1k1 ´ ej
bel

aek1

d Γj1

jkΓℓ1

j1k1

)
B

Beℓ1

d

= ek
dej

aej1

b

(
Γk1

jkΓℓ1

j1k1 ´ Γk1

j1kΓℓ1

jk1

)
B

Beℓ1

d
. (2.21)

Lastly we absorb the four terms to get

[Ha, Hb] = ´ej
aej1

b ek
c(BjΓℓ

j1k ´ Bj1 Γℓ
jk)

B

Beℓc
+ ek

dej
aej1

b

(
Γk1

jkΓℓ1

j1k1 ´ Γk1

j1kΓℓ1

jk1

)
B

Beℓ1

d

= ej
aej1

b ek
d

(
Bj1 Γℓ

jk ´ BjΓℓ
j1k + Γk1

jkΓℓ1

j1k1 ´ Γk1

j1kΓℓ1

jk1

)
B

Beℓd

= ej
aej1

b ek
dRℓ

j1 jk
B

Beℓd

=
1
2

RabcdVcd. (2.22)

Next, we compute the second commutator

[Vab, Hc]

=

[
ej

b
B

Bej
a

´ ej
a

B

Bej
b

, ej1
c

B

Bxj1 ´ ej1
c ek1

d Γℓ1

j1k1

B

Beℓ1

d

]

= ej
bδac

(
B

Bxj ´ ek1

d Γℓ1

jk1

B

Beℓ1

d

)
´ ej

bej1
c δa

dδk1

j Γℓ1

j1k1

B

Beℓ1

d
+ ej1

c ek1

d Γℓ1

j1k1 δd
b δ

j
ℓ1

B

Bej
a

´ ej
aδbc

(
B

Bxj ´ ek1

d Γℓ1

jk1

B

Beℓ1

d

)
+ ej

aej1
c δb

dδk1

j Γℓ1

j1k1

B

Beℓ1

d
´ ej1

c ek1

d Γℓ1

j1k1 δd
a δ

j
ℓ1

B

Bej
b

= δacHb ´ δbcHa ´ ej1
c Γℓ1

j1 j

(
ej

b
B

Beℓ1

a
´ ej

a
B

Beℓ1

b

)
+ ej1

c Γj
j1k1

(
ek1

b
B

Bej
a

´ ek1

a
B

Bej
b

)
= δacHb ´ δbcHa, (2.23)
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and finally,

[Vab, Vcd] =

[
ej

b
B

Bej
a

´ ej
a

B

Bej
b

, ej1

d
B

Bej1
c

´ ej1
c

B

Bej1
d

]

= ej
bδad

B

Bej
c

´ ej
dδbc

B

Bej
a

´ ej
bδac

B

Bej
d

+ ej
cδbd

B

Bej
a

´ ej
aδbd

B

Bej
c
+ ej

dδac
B

Bej
b

+ ej
aδbc

B

Bej
d

´ ej
cδad

B

Bej
b

= δbdVac ´ δadVbc + δacVbd ´ δbcVad. (2.24)

It remains to check the final two commutator relations. To prove the first of
these, between Dt and the horizontal vector field Ha, we compute

[Bt, Ha] =

[
Bt, ej

a
B

Bxj ´ ej
aek

bΓℓ
jk

B

Beℓb

]

= ´ej
aek

bBtΓℓ
jk

B

Beℓb

= ´
1
2

ej
aek

b(gℓp(∇j(Btgkp) +∇k(Btgjp) ´ ∇p(Btgjk))
B

Beℓb

= ´
1
2

ej
aek

beℓcep
c
(
∇j(Btgkp) +∇k(Btgjp) ´ ∇p(Btgjk)

) B

Beℓb

= ´
1
2

eℓc
(
(Ć∇Btg)abc + (Ć∇Btg)bac ´ (Ć∇Btg)cab

)
B

Beℓb

= ´
1
2

eℓc(Ha ĂBtgbc + Hb ĂBtgac ´ Hc ĂBtgab)
B

Beℓb

= ´
1
2

Ha(ĂBtgbc)e
ℓ
c

B

Beℓb
+

1
2

Hb(ĂBtgac)

(
eℓb

B

Beℓc
´ eℓc

B

Beℓb

)

= ´
1
2

Ha(ĂBtgbc)e
ℓ
c

B

Beℓb
+

1
2

Hb(ĂBtgac)Vcb (2.25)
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and

[Dt ´ Bt, Ha] = [´
1
2
(ĂBtgcd)e

ℓ1

d
B

Beℓ1

c
, Ha]

= ´
1
2
ĂBtgcd

[
eℓ

1

d
B

Beℓ1

c
, Ha

]
+

1
2

Ha(ĂBtgcd)e
ℓ1

d
B

Beℓ1

c

= ´
1
2
ĂBtgcd

(
δc

aej
d

B

Bxj ´ (δc
aej

dek
b + δc

bej
aek

d)Γ
ℓ
jk

B

Beℓb

)

´
1
2
ĂBtgcdδb

dej
aek

bΓℓ
jk

B

Beℓc
+

1
2

Ha(ĂBtgbc)e
ℓ
c

B

Beℓb

= ´
1
2
ĂBtgcdδc

aHd +
1
2

Ha(ĂBtgbc)e
ℓ
c

B

Beℓb

= ´
1
2
ĂBtgadHd +

1
2

Ha(ĂBtgbc)e
ℓ
c

B

Beℓb
. (2.26)

Next, we sum equations (2.25) and (2.26) to compute the desired commuta-
tor relation

[Dt, Ha] = [Bt, Ha] + [Dt ´ Bt, Ha] = ´
1
2
ĂBtgadHd +

1
2

Hb(ĂBtgac)Vcb. (2.27)

Finally, using equations (2.4) and (2.14), the commutator of Dt and Vab is

[Dt, Vab] =

[
Bt ´

1
2
(ĂBtgcd)e

ℓ1

d
B

Beℓ1

c
, Vab

]
= ´

1
2
ĂBtgcd

[
eℓ

1

d
B

Beℓ1

c
, Vab

]
+

1
2

Vab(ĂBtgcd)e
ℓ1

d
B

Beℓ1

c

=
1
2
ĂBtgcd

(
eℓ

1

d
B

Beℓ1

b
δa

c + eℓ
1

b
B

Beℓ1

c
δa

d ´ eℓ
1

d
B

Beℓ1

a
δb

c ´ eℓ
1

a
B

Beℓ1

c
δb

d

)

+
1
2

(
ĂBtgbdδa

c + ĂBtgcbδa
d ´ ĂBtgadδb

c ´ ĂBtgcaδb
d

)
eℓ

1

d
B

Beℓ1

c

” 0, (2.28)

thereby proving this lemma on commuting canonical vector fields.

Corollary 2.7. If rf : F Ñ R is an orthonormally invariant function, then
#

HaHb
rf ´ HbHa rf = 0

∆H Ha rf ´ Ha∆H
rf = ĂRcabHb

rf ,
(2.29)

where ĂRcab(u) = Rcπ(u)(uea, ueb).
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Proof. This is a direct application of the commutator relations from Lemma
2.6.

Since rf is orthonormally-invariant, it is constant along fibres and Vcd
rf ” 0,

whence

(HaHb f ´ HbHa) rf = [Ha, Hb] rf =
1
2

RabcdVcd
rf = 0. (2.30)

Next we compute

∆H Ha rf ´ Ha∆H
rf = (HbHbHa ´ HaHbHb) rf

= ´[Ha, Hb]Hb
rf

= ´
1
2

RabcdVcdHb
rf (by Lemma 2.6)

=
1
2

Rabcd

(
´[Vcd, Hb] rf ´ Hb(Vcd

rf )
)

= ĂRcabHb
rf , (2.31)

which completes the proof.

Proposition 2.8. Let rf : F Ñ R be an orthonormally invariant function.
Then

[Dt ´ ∆H, Ha] rf = ´
1
2
(ĂBtg + 2ĂRc)abHb

rf . (2.32)

Proof. It readily follows from Lemma 2.6 and Corollary 2.7 that

[Dt ´ ∆H, Ha] rf = [Dt, Ha] rf ´ [∆H, Ha] rf

= ´
1
2
ĂBtgadHd

rf +
1
2

Hb(ĂBtgac)Vcb
rf ´ ĂRcabHb

rf

= ´
1
2
(ĂBtg + 2ĂRc)abHb

rf , (2.33)

thereby proving the proposition.

2.2 P R O B A B I L I S T I C P R E L I M I N A R I E S

The principal goal of this section is to recall the notions of Brownian motion
and stochastic parallel transport in the setting of evolving manifolds as
developed in [ACT08] and [HN18a].

We first remark that it shall hereafter be assumed that in addition to the
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Riemannian manifolds tMtu being complete as in the previous section, they
will also satisfy

sup
M

(|Rm| + |Btg| + |∇Btg|) ă 8. (2.34)

Horizontal curves tuτuτP[0,T] P F , where π(uτ) = (xτ, T ´ τ), correspond
to curves twτuτP[0,T] P Rn (also known as the anti-development of uτ) via
the following initial value problem

#

duτ
dτ = Dτ + Ha(uτ)

dwa
τ

dτ

w0 = 0.
(2.35)

This definition of the anti-development in the time-dependent geometry set-
ting appropriately motivates the following stochastic differential equation
in the case of evolving manifolds

#

dUτ = Dτ dτ + Ha(Uτ) ˝ dWa
τ

U0 = u.
(2.36)

We make a short note on notation that Wτ „
?

2Bτ refers to the Brownian
motion in Rn with rescaling by a factor of

?
2 such that it has quadratic

variation d[W, W]τ = 2d[B, B]τ = 2 dτ and ˝ refers to the Stratonovich
integral in differential notation.

Next, by demonstrating that this equation satisfies existence and unique-
ness criterion as well as Itô’s lemma, the notions of Brownian motion, via
projection onto M, and stochastic parallel transport can be formalized.

Proposition 2.9 (cf. [HN18a]). (Existence, uniqueness and Itô’s lemma)
The stochastic differential equation (2.36) has a unique solution tUτuτP[0,T]
that satisfies π2(Uτ) = T ´ τ and explosion time e(U) = 8. Moreover,
τ ÞÑ Uτ(ω) is continuous for every Brownian path ω P C([0, T], Rn), and,
given f̃ : F Ñ R is of class C2, then the solution Uτ satisfies

d f̃ (Uτ) = Dτ f̃ (Uτ) dτ + x(H f̃ )(Uτ), dWτy + ∆H( f̃ )(Uτ) dτ. (2.37)

Proof. By Nash’s embedding theorem, we embed F isometrically into RN

for N " n2+n
2 and construct a suitable smooth extension of compact support

by partitions of unity. Then there exists a unique solution of system
#

Dt dt + Hj(Ut) ˝ dW j
t

U0 = u0
(2.38)
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on RN . By Theorem 1.2.8 of [Hsu02], using Grönwall’s lemma, the extended
solution of the stochastic differential equation on RN stays inside F up to
explosion time e(U). Moreover, by Theorem 1.2.9 of [Hsu02], this solution
is in fact a unique solution on F up to e(U). Also, as n-dimensional Brown-
ian motion is continuous in τ for almost every path ω, so it is for Uτ.

We now proceed by computing both dUt and the quadratic variation
d[H(Ut), Wt]t

dUa
t = Da

t dt + Ha
j (Ut) dW j

t +
1
2

d[Ha
j (U), W j]t

= Da
t dt + Ha

j (Ut) dW j
t +

1
2

BbHa
j (Ut) d[Ub, W j]t

= Da
t dt + Ha

j (Ut) dW j
t +

1
2

BbHa
j (Ut)Hb

j d[W j, W j]t

= Da
t dt + Ha

j (Ut) dW j
t + BbHa

j (Ut)Hb
j dt. (2.39)

We are now prepared to derive the desired identity using Itô calculus in Rn

d( f̃ (Ut))

= x∇ f̃ (Ut), dUty +
1
2

d[ f̃ (Ut), f̃ (Ut)]t

= x∇ f̃ (Ut), Dt dt + Hj(Ut) dW j
t + BbHj(Ut)Hb

j dty +
1
2

B2
ba f̃ (Ut)d[Ub, Ua]t

= Ba f̃ (Ut)Da
t dt + Hj( f̃ )(Ut) dW j

t

+
(

Ba f̃ (Ut)BbHa
j (Ut)Hb

j (Ut) + B2
ba f̃ (Ut)Hb

j (Ut)Ha
j (Ut)

)
dt

= Dt( f̃ )(Ut) dt + xH( f̃ )(Ut), dWty

+
(
(Hb

j BbHj)( f̃ ) + (Hb
j Hj)(Bb f̃ )

)
(Ut) dt

= Dt( f̃ )(Ut) dt + xH( f̃ )(Ut), dWty + Hb
j Bb(Hj f̃ )(Ut) dt

= Dt( f̃ )(Ut) dt + xH( f̃ )(Ut), dWty + ∆H( f̃ )(Ut) dt. (2.40)

By our convention (1.1), it follows that there exists a distance-like function
r : M Ñ R with an extension rr : F Ñ R that is independent of both time
and fibre coordinates. By (2.37), it follows that the solution to (2.38) has
infinite explosion time e(U) = 8 and so there exists a unique solution that
always stays inside F . Finally, applying (2.9) to f̃ = π2, one gets dπ2(Uτ) =

´dτ. Combined with π2(U0) = T, it follows that π2(Uτ) = T ´ τ.

We shall now continue with defining the notions of Brownian motion and
stochastic parallel transport, from [HN18a], in the setting of time-evolving
families of Riemannian manifolds.
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Definition 2.10. (Brownian motion on space time) We call π(Uτ) = (Xτ, T ´

τ) the Brownian motion on space time M = M ˆ I with base point
π(u) = (x, T).

Definition 2.11. (Stochastic parallel transport) The family of isometries
!

Pτ = U0U´1
τ : (TXτ M, gT´τ) Ñ (Tx M, gT)

)

(2.41)

is called the stochastic parallel transport along the Brownian curve Xτ.

This Brownian motion now inherits a path based space, diffusion measure
and filtration. First, we denote by P0Rn the based path space on Rn, namely
the space of continuous curves twτ|w0 = 0uτP[0,T] Ă Rn.

Definition 2.12. (Based path spaces) Let PuF and P(x,T)M be the based
path spaces of continuous curves,

PuF := tuτ|u0 = u, π2(uτ) = T ´ τuτP[0,T] Ă F (2.42)

and

P(x,T)M = tγτ = (xτ, T ´ τ)|γ0 = (x, T)uτP[0,T] , (2.43)

respectively.

To construct the Wiener measure, we first observe that solving the stochastic
differential equation (2.36) yields a map U : P0Rn Ñ PuF . Moreover, the
projection map π : F Ñ M induces a map Π : PuF Ñ P(x,T)M.

Definition 2.13. (Wiener measure) Let P0 be the Wiener measure on path
space P0Rn. We then say that Pu := U˚(P0) and P(x,T) := Π˚Pu are the
Wiener measures of horizontal Brownian motion on F and Brownian mo-
tion on space-time M respectively.

Moreover, we can uniquely characterize the Wiener measure in terms of
the heat kernel.

Proposition 2.14. [HN18a] Let
␣

τj
(k

j=1 be a partition of [0, T], Uj Ď M and
γ0 = (x, T). Then

P(x,T)

[
Xτj P Uj, @j P 1, ..., k

]
=

ż

ˆk
1Uj

ΠjH(xj´1, T ´ τj´1|xj, T ´ τj) b dVolgT´τj
(yj) (2.44)

uniquely characterizes the Wiener measure on P(x,T)M.
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Proof. The proof follows as in Proposition 3.31 of [HN18a].

Next, we recall that the path space P0Rn comes equipped with an intrinsic
filtration ΣRn

τ generated by evaluation maps teσ : P0Rn Ñ Rn|eσ(w) = wσ , σ ď τu.

Definition 2.15. (Filtrations on PuF and P(x,T)M) The filtrations on PuF
and P(x,T)M are simply the respective push-forwards ΣM

τ := (Π ˝ U)˚ΣRn

τ

and ΣF
τ := U˚ΣRn

τ .

A short reiteration of induced martingales as well as parallel and Malliavin
gradients are constructed in the time-dependent setting will now complete
this section.

Definition 2.16. (Induced martingale) Let F : P(x,T)M Ñ R be integrable.
Then, we define the induced martingale as Fτ(γ) := E[F|Στ](γ).

Using this definition, the conditional expectation can now be characterized
by a representation formula.

Proposition 2.17. (Conditional expectation) [HN18a] Suppose the condi-
tional expectation is as defined. Then, for almost every Brownian curve
tγτuτP[0,T],

Fτ(γ) := E[F|Στ](γ) =

ż

PγτM
F(γ|[0,τ] ˚ γ1)dPγτ (γ

1), (2.45)

where we integrate over all Brownian curves γ1 in the based path space
PγτM with respect to Wiener measure Pγτ and ˚ denotes concatenation of
the two curves γ|[0,τ] and γ1.

Proof. The proof follows as in Proposition 3.19 of [HN18a].

To define the two notions of gradients, we first recall that cylinder functions
are of the form u ˝ eσ, where eσ : P(x,T)M Ñ Mk are k-point evaluation
maps, namely eσ : γ ÞÑ (π1γσ1 , ..., π1γσk), and u : Mk Ñ R is compactly
supported.

Example 2.18. Let F(γ) := f ˝ eτ1(γ) = f (π1γτ1). Then the induced mar-
tingale of F is given for τ ą τ1 by

Fτ(γ) =

ż

PγτM
F(γ|[0,τ] ˚ γ1) dPγτ (γ

1)

=

ż

PγτM
f (π1γτ1) dPγτ (γ

1)

= f (Xτ1), (2.46)
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and for τ ă τ1 by

Fτ(γ) =

ż

PγτM
F(γ|[0,τ] ˚ γ1) dPγτ (γ

1)

=

ż

PγτM
f (π1γ1

τ1´τ) dPγτ (γ
1)

=

ż

M
f (y)H(Xτ, T ´ τ|y, T ´ τ1) dVgT´τ1

(y)

= HT´τ1,T´τ f (π1γτ). (2.47)

Definition 2.19. (Parallel gradient) Let σ P [0, T] and let F : P(x,T)M Ñ R be
a cylinder function. Then the σ-parallel gradient is the almost everywhere
uniquely defined function ∇||

σF : P(x,T)M Ñ (Tx M, gT) such that

DVσ F(γ) = x∇||
σF(γ), vy(Tx M,gT), (2.48)

for almost every Brownian curve γ and v P (Tx M, gT), where Vσ
τ =

P´1
τ v1[σ,T](τ). Here, DV denotes the Fréchet derivative.

Example 2.20. Let F = u ˝ eτ be a k-point function with partition
␣

τj
(k

j=1.
Then the parallel gradient of F is given by

∇||
σF = e˚

τ

ÿ

τjěσ

Pτj grad(j)
gT´τj

u

 . (2.49)

Finally, we let H be the Hilbert space of W1,2 curves in (Tx M, gT) with
v0 = 0 equipped with the natural Sobolev inner product given by

xu, vyH :=
ż T

0
xu̇τ, v̇τy(Tx M,gT) dτ. (2.50)

Definition 2.21. (Malliavin gradient) Let F : P(x,T)M Ñ R be a cylinder
function. The Malliavin gradient is the almost everywhere uniquely defined
function ∇HF : P(x,T)M Ñ H such that

DV F(γ) = x∇HF(γ), vyH, (2.51)

for almost every Brownian curve γ and v P H, where Vτ = P´1
τ vτ.
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Definition 2.22. (Skorokhod integral) The adjoint of the Malliavin gradient,
also known as the Skorokhod integral, is the uniquely defined operator
(∇H)˚ : L2(PM) Ñ L2(PM) such that

E[F(∇H)˚g] = E
[
x∇HF, gyH

]
, (2.52)

for all F, g P L2(PM).

Definition 2.23. (Ornstein-Uhlenbeck operator) The Ornstein-Uhlenbeck
operator is defined as

L(τ1,τ2) := (∇H)˚∇H (2.53)

where ∇H and (∇H)˚ are the Malliavin gradient and its adjoint from (2.51)
and (2.52) respectively.



3
B O C H N E R F O R M U L A O N
PA R A B O L I C PA T H S PA C E

For convenience of the reader, we shall first recall and prove the statement
of Bochner’s formula in the time-dependent setting.

Lemma 3.1. (Bochner) First let (M, gt)tPI be a family of Riemannian manifolds
and gradi

gt
= gij

t Bj where ∆gt be the Laplace-Beltrami operator. Then the evolution
of |∇u|2gt

is given by

1
2
(´Bt + ∆gt)(|∇u|2gt

) (3.1)

= x∇u,∇(´Bt + ∆gt)uy + |∇2u|2 +
1
2
(Btgt + 2Rcgt)(grad u, grad u).

Proof. We evaluate both

1
2

∆gt(|∇u|2gt
) =

1
2
∇i∇i(∇ju∇ju)

=
(
∇i∇ju

) (
∇i∇ju

)
+ (∇ju)

(
∇i∇i∇ju

)
= |∇2u|2 + (∇ju)(∇j∆gt u) + Rcgt(grad u, grad u) (3.2)

and

1
2

Bt(|∇u|2gt
) =

1
2

Btg
ij
t ∇iu∇ju + gij

t ∇iuBt(∇ju)

= ´
1
2

Btgkℓgkigℓj∇iu∇ju + gij
t ∇iuBt(∇ju)

= x∇u,∇(Btu)y ´
1
2

Btgt(grad u, grad u). (3.3)

We then deduce the Bochner formula as the difference of the two results.

Theorem 3.2. (Martingale representation theorem) If Fτ : P(x,T)M Ñ R is a

martingale on parabolic path space and Fτ P D(∇||
τ), then Fτ solves stochastic

differential equation
#

dFτ = x∇||
τ Fτ, dWτy

F|τ=0 = F0.
(3.4)

102
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Proof. By approximation (cf. [HN18a, Sec 2.4]), it suffices to prove the
theorem in the case where Fτ is a martingale induced by a k-point cylinder
function. Namely, let F(γ) = f (π1γτ1 , ..., π1γτk), where f : Mk Ñ R and
we recall that γτ = (Xτ, T ´ τ). Also let Fτ = E(x,T)[F|Στ] be the induced
martingale. Then, for τ P (τℓ, τℓ+1) by Propositions 2.17 and then 2.14, we
calculate

Fτ(γ) =

ż

PγτM
F(γ|[0,τ] ˚ γ1) dPγτ (γ

1)

=

ż

PγτM
f (π1γτ1 , ..., π1γτℓ , π1γ

1

τℓ+1´τ, ..., π1γ
1

τk´τ) dPγτ (γ
1)

=

ż

Mk´ℓ
f (Xτ1 , . . . , Xτℓ , yℓ+1, . . . , yk)H(Xτ, T ´ τ|yℓ+1, T ´ τℓ+1)

H(yℓ+1, T ´ τℓ+1|yℓ+2, T ´ τℓ+2) ¨ ¨ ¨ H(yk´1, T ´ τk´1|yk, T ´ τk)

dVgT´τℓ+1
(yℓ+1) ¨ ¨ ¨ dVgT´τk

(yk)

=: fτ(Xτ1 , ..., Xτℓ , Xτ). (3.5)

Note that, for (x1, . . . , xℓ) fixed, (x, τ) Ñ fτ(x1, . . . , xℓ, x) is uniformly Lips-
chitz in τ and solves (Bτ +∆(ℓ+1)) fτ = 0, where ∆(ℓ+1) acts on the last entry.

Consider the lift f̃τ := fτ ˝ bℓ+1
1 π1 ˝ bℓ+1

1 π. Also let F̃τ := Fτ ˝ Π, where
Π : PF Ñ PM. Then we have that F̃τ(U) = f̃τ(Uτ1 , ..., Uτℓ , Uτ), which
satisfies (Dτ + ∆(ℓ+1)

H ) f̃τ = 0 by applying Proposition 2.5. Also note that
herein we shall denote the vector (H1 f̃ , ...Hn f̃ ) by H f̃ .

Then, by Proposition 2.9, we calculate

dF̃τ(U) = d( f̃τ(Uτ1 , ..., Uτℓ , Uτ))

= xH(ℓ+1)( f̃ )(Uτ1 , ..., Uτℓ , Uτ), dWτy

+
(

Dτ + ∆(ℓ+1)
H

)
f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ

= xH(ℓ+1)( f̃ )(Uτ1 , ..., Uτℓ , Uτ), dWτy. (3.6)

Next, we project down to M by Proposition 2.5 as follows

H(ℓ+1)
a f̃τ(Uτ1 , ..., Uτℓ , Uτ) = (Uτea)

˚ f̃τ(Uτ1 , ..., Uτℓ , Uτ)

= (Uτea) fτ(Xτ1 , ...Xτℓ , Xτ)

= xUτea, grad(ℓ+1)
gT´τ

fτ(Xτ1 , ..., Xτℓ , Xτ)y(TXτ M,gT´τ)

= xPτUτea, Pτgrad(ℓ+1)
gT´τ

fτ(Xτ1 , ..., Xτℓ , Xτ)y(Tx M,gT)

= xU0ea,∇||
τ Fτ(γ)y(Tx M,gT), (3.7)
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whence

H(ℓ+1)
a ( f̃τ) dWa

τ = x∇||
τ Fτ(γ), U0eay dWa

τ = x∇||
τ Fτ(γ), dWτy, (3.8)

and we deduce that

dFτ(γ) = dF̃τ(U) = x∇||
τ Fτ(γ), dWτy (3.9)

to complete the proof.

Theorem 3.3. (Evolution of the parallel gradient) If Fτ : P(x,T)M Ñ R is a

martingale on parabolic path space, and σ ě 0 is fixed, then ∇||
σFτ : P(x,T)M Ñ

(T(x,T)M, gT) satisfies the stochastic differential equation

d(∇||
σFτ) = x∇||

τ∇||
σFτ, dWτy +

1
2
(ġ + 2Rc)τ(∇||

τ Fτ) dτ +∇||
σFσdδσ(τ),

(3.10)

where x(ġ + 2Rc)τ(v), wy(Tx M,gT) = (ġt + 2Rcgt)|t=T´τ(P´1
τ v, P´1

τ w) and ġ =
d
dt g.

Proof. As Fτ is Στ-measurable, we have that ∇||
σFτ ” 0 for σ ą τ. Not-

ing d(∇||
σFτ) is continuous except for a jump discontinuity at σ = τ, we

calculate

d(∇||
σFτ) = d(∇||

σFτ)cont +
(
∇||

σFσ+ ´ ∇||
σFσ´

)
dδσ(τ)

= d(∇||
σFτ)cont +∇||

σFσ dδσ(τ). (3.11)

It remains to show that the identity holds for σ ď τ. In particular, we’ll
show that the continuous parts of the measures agree.

By approximation (cf. [HN18a, Sec 2.4]), it suffices to prove the theorem in
the case where Fτ is a martingale induced by a k-point cylinder function as
in the previous proof. Now, as σ is fixed, it is sufficient for us to consider
the evolution equation for τ P (τℓ, τℓ+1), using the parallel gradient from
example 2.20,

∇||
σFτ(γ) =

ÿ

τjěσ

Pτj∇(j) fτ(Xτ1 , ..., Xτℓ , Xτ) + Pτ∇(ℓ+1) fτ(Xτ1 , ..., Xτℓ , Xτ),

(3.12)
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which can be lifted to the frame bundle and represented by Proposition 2.5
as

Ga(U) : = xU0ea,∇||
σFτ(ΠU)y

=
ÿ

τjěσ

xUτj ea,∇(j) fτ(Xτ1 , ..., Xτℓ , Xτ)y

+ xUτea,∇(ℓ+1) fτ(Xτ1 , ..., Xτℓ , Xτ)y

=
ÿ

τjěσ

H(j)
a f̃τ(Uτ1 , ..., Uτℓ , Uτ) + H(ℓ+1)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ). (3.13)

Applying Propositions 2.8 and 2.9 and the fact that (Dτ + ∆(ℓ+1)
H ) f̃τ = 0

from the previous proof, we have that

dGa(U)

=
ÿ

τkěσ

H(ℓ+1)
b H(k)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dWb
τ

+ H(ℓ+1)
b H(ℓ+1)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dWb
τ

+
ÿ

τkěσ

(
Dτ + ∆(ℓ+1)

H

)
H(k)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ

+
(

Dτ + ∆(ℓ+1)
H

)
H(ℓ+1)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ

=
ÿ

τkěσ

H(ℓ+1)
b H(k)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dWb
τ

+ H(ℓ+1)
b H(ℓ+1)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dWb
τ

+
ÿ

τkěσ

(
H(k)

a

(
Dτ + ∆(ℓ+1)

H

)
+ [Dτ + ∆(ℓ+1)

H , H(k)
a ]
)

f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ

+
(

H(ℓ+1)
a

(
Dτ + ∆(ℓ+1)

H

)
+ [Dτ + ∆(ℓ+1)

H , H(ℓ+1)
a ]

)
f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ

=
ÿ

τkěσ

H(ℓ+1)
b H(k)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dWb
τ (3.14)

+ H(ℓ+1)
b H(ℓ+1)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ) dWb
τ

+
1
2
(rġ + 2ĂRc)ab(Uτ)H(ℓ+1)

b f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ.
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Finally, we project down onto M by Proposition 2.5 as follows,

H(ℓ+1)
b H(ℓ+1)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ)

= (Uτeb)
˚(Uτea)

˚ f̃τ(Uτ1 , ..., Uτℓ , Uτ)

=
(
∇(ℓ+1)∇(ℓ+1) fτ(Xτ1 , ..., Xτℓ , Xτ)

)
(Uτeb, Uτea)

= xUτeb b Uτea,∇(ℓ+1)∇(ℓ+1) fτ(Xτ1 , ..., Xτℓ , Xτ)y

=
@

U0eb b U0ea, (Pτ b Pτ)
(
∇(ℓ+1)∇(ℓ+1) fτ(Xτ1 , ..., Xτℓ , Xτ)

)
D

, (3.15)

and similarly,

H(ℓ+1)
b H(k)

a f̃τ(Uτ1 , ..., Uτℓ , Uτ)

= xUτeb b Uτk ea,∇(ℓ+1)∇(k) fτ(Xτ1 , ..., Xτℓ , Xτ)y

=
@

U0eb b U0ea, (Pτ b Pτk)
(
∇(ℓ+1)∇(k) fτ(Xτ1 , ..., Xτℓ , Xτ)

)
D

, (3.16)

whence
ÿ

τkěσ

(H(ℓ+1)
b H(k)

a )( f̃τ) dWb
τ + (H(ℓ+1)

b H(ℓ+1)
a )( f̃τ) dWb

τ

=

B

ÿ

τkěσ

(Pτ b Pτk)∇(ℓ+1)∇(k) fτ, U0eb b U0ea

F

dWb
τ

+ x(Pτ b Pτ)∇(ℓ+1)∇(ℓ+1) fτ, U0eb b U0eay dWb
τ

=

B

ÿ

τkěσ

(Pτ b Pτk)∇(ℓ+1)∇(k) fτ, dWτ b U0ea

F

+ x(Pτ b Pτ)∇(ℓ+1)∇(ℓ+1) fτ, dWτ b U0eay

=

B

ÿ

τkěσ

(Pτ b Pτk)∇(ℓ+1)∇(k) fτ + (Pτ b Pτ)∇(ℓ+1)∇(ℓ+1) fτ, dWτ b U0ea

F

= x∇||
τ∇||

σFτ(γ), dWτ b U0eay. (3.17)
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Finally, we check that

(rġ + 2ĂRc)ab(Uτ)H(ℓ+1)
b f̃τ(Uτ1 , ..., Uτℓ , Uτ) dτ

= (ġ + 2Rc)π(Uτ)(Uτea, Uτeb)x∇(ℓ+1) fτ(Xτ1 , . . . , Xτℓ , Xτ), Uτeby dτ

= (ġ + 2Rc)π(Uτ)

(
Uτea, x∇(ℓ+1) fτ(Xτ1 , . . . , Xτℓ , Xτ), UτebyUτeb

)
dτ

= (ġ + 2Rc)π(Uτ)

(
∇(ℓ+1) fτ(Xτ1 , . . . , Xτℓ , Xτ), Uτea

)
dτ

= (ġ + 2Rc)|t=T´τ(P´1
τ ∇||

τ Fτ, P´1
τ U0ea) dτ

= x(ġ + 2Rc)τ(∇||
τ Fτ) dτ, U0eay (3.18)

which completes the proof.

We now turn to the proof of Theorem 1.1.

Proof of Theorem 1.1. As Fτ is Στ-measurable, we have that ∇||
σFτ ” 0 for

σ ą τ. Noting d(∇||
σFτ) is continuous except for the jump discontinuity at

σ = τ, we calculate

d|∇||
σFτ|2 = 2x∇||

σFτ, d(∇||
σFτ)y

= 2
@

∇||
σFτ, d(∇||

σFτ)ycont +
(
∇||

σFσ+ ´ ∇||
σFσ´

)
dδσ(τ)

D

= d(|∇||
σFτ|2)cont + 2|∇||

σFσ|2 dδσ(τ). (3.19)

It remains to show that the identity holds for σ ď τ. In particular, it remains
to show that the continuous parts of the measures agree.

In the rightly-continuous case by Itô calculus and Theorem 3.3, we cal-
culate the quadratic variation d[∇||

σFτ,∇||
σFτ] = 2|∇||

τ∇||
σFτ|2 dτ for σ ď τ

and then

d(|∇||
σFτ|2) = 2x∇||

σFτ, d(∇||
σFτ)y + d[∇||

σFτ,∇||
σFτ]

= x∇||
τ |∇||

σFτ|2, dWτy + (ġ + 2Rc)τ(∇||
τ Fτ,∇||

σFτ) dτ (3.20)

+ 2|∇||
τ∇||

σFτ|2 dτ,

which concludes the proof.
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Corollary 3.4. (Bochner) The generalized Bochner formula on PM (Theorem
1.1) reduces to the standard Bochner formula (Lemma 3.1) in the case of 1-point
functions. That is, the evolution of |∇HT´τ1,T´τ f |2 for τ ď τ1 is given by

1
2
(
Bτ + ∆gT´τ

)
|∇HT´τ1,T´τ f |2

= |∇2HT´τ1,T´τ f |2 +
1
2
(ġ + 2Rc)|t=T´τ(∇HT´τ1,T´τ f ,∇HT´τ1,T´τ f ).

(3.21)

Proof. Fix σ = 0 in the evolution equation from Theorem 1.1. Next, we shall
compute the evolution of |∇||

0 Fτ|2, where

Fτ(γ) :=

#

HT´τ1,T´τ f (π1γτ), τ ă τ1

f (π1γτ1), τ ě τ1
(3.22)

is the martingale induced by f (π1γτ1). Then, for τ P [0, τ1], we calculate

|∇||

0 Fτ|(γ) = |∇||
τ Fτ|(γ) = |∇HT´τ1,T´τ f |(π1γτ) (3.23)

as well as

|∇||

0∇
||
τ Fτ|(γ) = |∇2HT´τ1,T´τ f |(π1γτ). (3.24)

By Theorem 1.1, we then deduce that

d(|∇HT´τ1,T´τ f |2) ´ x∇||
τ |∇HT´τ1,T´τ|2, dWτy

= 2|∇2HT´τ1,T´τ f |2 dτ + (ġ + 2Rc)|t=T´τ(∇HT´τ1,T´τ f ,∇HT´τ1,T´τ f ) dτ

(3.25)

Moreover, for process Xτ = |∇HT´τ1,T´τ f |2(π1γτ), by applying Itô calcu-
lus as in Proposition 2.9, we have that

d(|∇HT´τ1,T´τ f |2) ´ x∇||
τ |∇HT´τ1,T´τ|2, dWτy

=
(
Bτ + ∆gT´τ

)
|∇HT´τ1,T´τ f |2 dτ. (3.26)

Therefore, by comparing equations (3.25) and (3.26), we conclude that

1
2
(
Bτ + ∆gT´τ

)
|∇HT´τ1,T´τ f |2

= |∇2HT´τ1,T´τ f |2 +
1
2
(ġ + 2Rc)|t=T´τ(∇HT´τ1,T´τ f ,∇HT´τ1,T´τ f ),

(3.27)
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which completes the proof.



4
A P P L I C A T I O N S O F T H E
B O C H N E R F O R M U L A O N
PA R A B O L I C PA T H S PA C E

We shall now proceed by applying the Bochner formula on path space to
both characterize the Ricci flow and develop gradient and Hessian estimates
for martingales on parabolic path space.

4.1 P R O O F O F T H E B O C H N E R I N E Q U A L I T Y O N PA R A B O L I C PAT H

S PA C E

Proof of Theorem 1.2. Using the formalism developed in the last section, we
shall prove the equivalencies between the main estimates that characterize
the Ricci flow.

(R1) ùñ (C1) ùñ (C2) ùñ (C3): If (M, gt)tPI evolves by Ricci
flow Btgt = ´2Rcgt and Fτ : P(x,T)M Ñ R is a martingale on parabolic path
space, then Theorem 1.1 gives

d|∇||
σFτ|2 = x∇||

τ |∇||
σFτ|2, dWτy + 2|∇||

τ∇||
σFτ|2 dτ + 2|∇||

σFσ|2dδσ(τ), (4.1)

thus proving (C1).

Next, to show (C2), calculate

|∆||
σ,τ Fτ|2 =

ˇ

ˇ

ˇ

ˇ

gij
(
∇||

σ∇||
τ Fτ

)
ij

ˇ

ˇ

ˇ

ˇ

2

ď |gij|2|∇||
σ∇||

τ Fτ|2 = n|∇||
σ∇||

τ Fτ|2, (4.2)

and finally show (C3) by simply dropping the non-negative term 2
n |∆||

σ,τ Fτ|2

in (C2).
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(C1) ùñ (C4) ðñ (C5): To prove (C4), first apply Itô’s lemma to
the left-hand side of the full Bochner inequality (C1) to get

2|∇||
σFτ|x∇||

τ |∇||
σFτ|, dWτy + 2|∇||

τ∇||
σFτ|2 dτ + 2|∇||

σFσ|2dδσ(τ)

= x∇||
τ |∇||

σFτ|2, dWτy + 2|∇||
τ∇||

σFτ|2 dτ + 2|∇||
σFσ|2δσ(τ)

(C1)
ď d|∇||

σFτ|2

= 2|∇||
σFτ| d|∇||

σFτ| + d
[
|∇||

σFτ|, |∇||
σFτ|

]
τ

= 2|∇||
σFτ| d|∇||

σFτ| + 2|∇||
τ |∇||

σFτ||2 dτ

ď 2|∇||
σFτ| d|∇||

σFτ| + 2|∇||
τ∇||

σFτ|2 dτ. (4.3)

Rearranging this inequality and applying (C1), we derive (C4), namely

d|∇||
σFτ| ě x∇τ|∇||

σFτ|, dWτy + |∇||
σFσ|dδσ(τ). (4.4)

Finally, (C4) is satisfied if and only if Fτ is a submartingale (cf. Theorem
3.2) (C5) also holds. The remaining equivalencies will be proved in tandem
with the results in the subsequent few theorems.

4.2 P R O O F O F G R A D I E N T E S T I M AT E S F O R M A R T I N G A L E S

Proof of Theorem 1.3. (C5) ùñ (G1) ùñ (G2): The implication of (G1)
follows from the definition that if τ Ñ |∇||

σFτ| is a submartingale for every
σ ě 0, then for τ̃ ě τ, |∇||

σFτ| ď E
[
|∇||

σFτ̃|
ˇ

ˇΣτ

]
. Finally, to prove (G2), apply

(G1) and Cauchy-Schwarz to get

|∇||
σFτ|2 ď

(
E
[
|∇||

σFτ̃|
ˇ

ˇΣτ

])2
ď E

[
|∇||

σFτ̃|2
ˇ

ˇΣτ

]
¨ E[1

ˇ

ˇΣτ] = E
[
|∇||

σFτ̃|2
ˇ

ˇΣτ

]
.

(4.5)

The converse implications shall be proven along with later results.
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4.3 P R O O F O F H E S S I A N E S T I M AT E S F O R M A RT I N G A L E S

Proof of Theorem 1.4. (C1) ùñ (H1): To prove (H1), fix σ ě 0 and then
integrate (C1) from 0 to T as well as take expectations

E(x,T)

[
|∇||

σF|2
]

´ E(x,T)

[
|∇||

σFσ|2|

]
(C1)
ě E(x,T)

[
ż T

0
x∇τ|∇||

σFτ|2, dWτy

]
+ 2E(x,T)

[
ż T

0
|∇||

τ∇||
σFτ|2 dτ

]

= 2E(x,T)

[
ż T

0
|∇||

τ∇||
σFτ|2 dτ

]
. (4.6)

(H1) ùñ (H2): To prove (H2), apply Itô isometry and then integrate
(H1) from 0 to T with respect to σ as well as take expectations

E(x,T)

[
(F ´ E(x,T)[F])

2
]
= E(x,T)

[
ż T

0
|∇||

σFσ|2 dσ

]
(H1)
ď E(x,T)

[
ż T

0
|∇||

σF|2 dσ

]
(4.7)

´ 2E(x,T)

[
ż T

0

ż T

0
|∇||

τ∇||
σFτ|2 dτ dσ

]
.

(R1) ùñ (H3): To prove (H3), let G = F2 and consider the evolution
equation for Xτ := G´1

τ |∇HGτ|2 ´ 2Gτ log(Gτ), which satisfies

dXτ = x∇||
τ Xτ, dWτy + 2Gτ

(
ż T

0
|∇||

τ∇||
σ log(Gτ)|

2 dσ

)
dτ

+ G´1
τ

(
ż T

0
(ġ + 2Rc)τ(∇||

τ Fτ,∇||
σFτ) dσ

)
dτ

ě x∇||
τ Xτ, dWτy + 2Gτ

(
ż T

0
|∇||

τ∇||
σ log(Gτ)|

2 dσ

)
dτ (4.8)

by Itô calculus and Proposition 3.3 (cf. Proposition 4.23 of [HN18b]). Next,
integrate the inequality (4.8) from 0 to T with respect to τ and take expecta-
tions to get

E(x,T)[XT] ´ E(x,T)[X0] ě 2E(x,T)

[
Gτ

(
ż T

0
|∇||

τ∇||
σ log(Gτ)|

2 dσ

)
dτ

]
,

(4.9)
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and evaluating the two expectations in the difference, namely

E(x,T)[X0] = E(x,T)[G
´1
0 |∇HG0|2 ´ 2G0 log(G0)]

= 0 ´ 2G0 log(G0)

= ´2E(x,T)[F
2] log

(
E(x,T)[F

2]
)

(4.10)

and

E(x,T)[XT] = E(x,T)

[
G´1|∇HG|2 ´ 2G log(G)

]
= E(x,T)

[
F´2|∇HF2|2

]
´ 2E(x,T)

[
F2 log(F2)

]
= 4E(x,T)

[
|∇HF|2

]
´ 2E(x,T)

[
F2 log(F2)

]
. (4.11)

Finally we observe that

E(x,T)

[
|∇HF|2

]
= E(x,T)

[
ż T

0
|∇||

σF|2 dσ

]
, (4.12)

and then combine this and the aforementioned results to prove the claim.

4.4 P R O O F O F T H E C H A R A C T E R I Z AT I O N S O F S O L U T I O N S O F T H E

R I C C I F L O W

The following result reproves a theorem by Haslhofer and Naber (cf. The-
orem 1.22 of [HN18a]), characterizing solutions of the Ricci flow, using
the Bochner formulas on path space that were developed in the previous
section.

Proof of Theorem 1.5. (G1) ùñ (R2): To prove (R2), we evaluate (G1) at
σ = τ = 0,

ˇ

ˇ

ˇ
∇xE(x,t)[F]

ˇ

ˇ

ˇ
= |∇xF0|

(G1)
ď E(x,T)

[
|∇||

0 F|
ˇ

ˇΣ0

]
= E(x,T)

[
|∇||

0 F|

]
. (4.13)
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(G2) ùñ (R3): To prove (R3), we evaluate (G2) at σ, τ = 0 (and observe
that d[F, F]τ = 2|∇||

τ Fτ|2 dτ by Theorem 3.2),

E(x,T)

[
d[F, F]τ

dτ

]
= 2E(x,T)

[
|∇||

τ Fτ|2
]

(G2)
ď 2E(x,T)

[
E(x,T)

[
|∇||

τ F|2
ˇ

ˇΣτ

]]
ď 2E(x,T)

[
|∇||

τ F|2
]

. (4.14)

(G1) ùñ (R4): To prove (R4), we set σ = τ and take expectations

E(x,T)

[
|∇||

σFσ|

]
ď E(x,T)

[
E(x,T)

[
|∇||

σF|
ˇ

ˇΣσ

]]
= E(x,T)

[
|∇||

σF|

]
. (4.15)

Then follow the proof of (H3) in Theorem 1.4 and evaluate the expectation
E(x,T)[Xτj ] for j P t1, 2u, namely

E(x,T)[Xτj ] = E(x,T)

[
G´1

τj
|∇HGτj |

2
]

´ 2E(x,T)

[
Gτj log(Gτj)

]
(4.16)

and taking differences, where E(x,T)[Xτ2 | Στ1 ] ´ E(x,T)[Xτ1 | Στ1 ] ě 0, as in
the earlier proof. It remains to check that

E(x,T)

[
G´1

τ2
|∇HGτ2 |2 | Στ1

]
´ E(x,T)

[
G´1

τ1
|∇HGτ1 |2 | Στ1

]
= 4E(x,T)

[
|∇HFτ2 |2 | Στ1

]
= 4E(x,T)

[
ż τ2

τ1

|∇||
σFτ2 |2 dσ

]
ď 4E(x,T)

[
ż τ2

τ1

|∇||
σF|2 dσ

]
(τ Ñ |∇||

σFτ|2 is a submartingale)

= 4E(x,T)

[
xF,L(τ1,τ2)FyH

]
. (4.17)

(G2) ùñ (R5): To prove (R5), we set σ = τ and take expectations

E(x,T)

[
|∇||

σFσ|2
]

ď E(x,T)

[
E(x,T)

[
|∇||

σF|2
ˇ

ˇΣσ

]]
= E(x,T)

[
|∇||

σF|2
]

. (4.18)
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Then follow the proof of (H2) in Theorem 1.4 and apply Itô isometry

E(x,T)
[
(Fτ2 ´ Fτ1)

2 | Στ1

]
= E(x,T)

[
ż T

0
|∇||

σFτ2 |2 dσ

ˇ

ˇ

ˇ

ˇ

Στ1

]

= E(x,T)

[
ż τ2

τ1

|∇||
σFτ2 |2 dσ

]
ď E(x,T)

[
xF,L(τ1,τ2)FyH

]
. (4.19)

The converse implications shall be proven in the next section.

4.5 C O N V E R S E I M P L I C AT I O N S

We shall now prove the converse implications below.

Proof. (C3) ùñ (R1): First fix (x, T) P M and v P (Tx M, gT) a unit vector
and choose a smooth compactly supported f1 : M Ñ R such that

f1(x) = 0, ∇ f1(x) = v, ∇2 f1(x) = 0 (4.20)

using exponential coordinates. Consider the one-point cylinder function
given by F(γ) = f1(πM(γ(ε))), F : P(x,T)M Ñ R and observe for τ ď ε

that

∇||
τ Fτ = Pτ∇HT´τ,T f1(πM(γ(τ))), |∇||

τ∇||

0 Fτ| = |∇2HT´τ,T f1|(πM(γ(τ))).
(4.21)

In particular, ∇||
τ Fτ = v + o(ε) and |∇||

τ∇||

0 Fτ| = o(ε). Then, by Theorem 1.1,

τ Ñ |∇||

0 Fτ|2 ´

ż τ

0

(
2|∇||

ρ∇||

0 Fρ|2 + (ġ + 2Rc)ρ(∇||
ρ Fρ,∇||

0 Fρ)
)

dρ (4.22)

is a martingale. So, in particular,

|∇||

0 F0|2 = E
[
|∇||

0 Fε|
2
]

´ ε(ġ + 2Rc)ε(v, v) + o(ε). (4.23)

Moreover, since τ Ñ |∇||

0 Fτ|2 is a submartingale by (C3), it follows that

(ġ + 2Rc)ε(v, v) ě ε´1o(ε). (4.24)

Next choose a smooth compactly supported f2 : M ˆ M Ñ R such that

f2(x, x) = 0, ∇(1) f2(x, x) = 2v, ∇(2) f2(x, x) = ´v, ∇2 f2(x, x) = 0,
(4.25)
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for example f2(y, z) = 2 f1(y) ´ f1(z). Consider the two-point cylinder
function given by F(γ) = f2(πM(γ(0)), πM(γ(ε))), F : P(x,T)M Ñ R and
observe for τ ď ε that

$

’

’

&

’

’

%

∇||

0 Fτ = ∇(1) f2(x, πM(γ(τ))) + Pτ∇H(2)
T´τ,T f2(x, πM(γ(τ)))

∇||
τ Fτ = Pτ∇H(2)

T´τ,T f2(x, πM(γ(τ)))

|∇||
τ∇||

0 Fτ| ď |∇2 f2|(x, πM(γ(τ))) + |∇2H(2)
T´τ,T f2|(x, πM(γ(τ))).

(4.26)

In particular, ∇||

0 Fτ = v + o(ε), ∇||
τ Fτ = ´v + o(ε) and |∇||

τ∇||

0 Fτ| = o(ε).
Then, again by Theorem 1.1,

|∇||

0 F0|2 = E
[
|∇||

0 Fε|
2
]
+ τ(ġ + 2Rc)ε(v, v) + o(ε). (4.27)

Moreover, since τ Ñ |∇||

0 Fτ|2 is a submartingale by (C3), it follows that

(ġ + 2Rc)ε(v, v) ď τ´1o(ε). (4.28)

We can then deduce that (R1) is satisfied by taking ε Ñ 0+ in equations
(4.24) and (4.28).

To check the remaining converse implications, one can substitute 1-point
and 2-point cylinder functions as above. However, there are some alterna-
tive tools that can close the loop of equivalencies more readily. For example,
applying the log-Sobolev equality to F2 = 1+ εG in (R4) gives the Poincaré
inequality in (R5). Moreover, dividing by T ´ τ, taking T ´ τ Ñ 0+ and
using the quadratic variation d[F, F]τ = 2|∇||

τ Fτ|2 dτ (by Theorem 3.2), (R3)
can be derived from (R5). In short, some implications can be done directly
without the need to appeal to test functions each time.
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